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Introduction

Some of the most problematic issues in experimental psychology are the control of the variables and the repeatability of the results. Indeed, all the disciplines which rely on the scientific method have to face these problems, but experimental psychology in particular has to take into account several issues that are not occurring in other sciences like mathematics or physics, as for example the main theoretical problem in psychology, which is that the object of investigation coincides with the investigation tool itself. Psychological research investigates cognitive processes in humans by performing different kinds of experiments, ranging from controlled laboratory true experiments (involving the manipulation of independent variables and controls for confounding variables) to field research (involving deliberate manipulation of independent variables in natural uncontrolled environments) to naturalistic/quasi experimental method (involving observation and analysis of independent variables changed by natural incidence) to, finally, the use of “artificial environments”: something which is supposed to be in the middle between laboratory experiments and naturalistic observation. This last methodology binds together the naturalistic effect of a realistic situation and the possibility to pre-define, create and totally control almost all the variables (including the environmental ones), allowing a completely controlled (and safe) setting, which is not always possible in natural environments or in laboratory settings. Moreover, the creation of an artificial environment with certain features and characteristics, offers the possibility to replicate the same experiment in different conditions, only by sharing a scenario or its source-codes with other groups or collaborators.

This is the reason why the use of Virtual Environments (VEs) in cognitive research has increased its popularity during the past decades and nowadays is actively employed in a variety of experiments aimed to investigate human behavior and cognition in situations which would be otherwise impossible to recreate in a natural environment or would not offer the same possibility of manipulation of the involved variables.

Moreover, Virtual Reality (VR) is widely used not only in research, but also in rehabilitation and in professional trainings or e-learning, showing all the possible practical applications of this innovative tool. Unfortunately, this methodology is still far from being validated and theoretical discussions are open between scholars about the reliability of such a tool. The lack of proprioceptive feedback, which should bind the actual body position of the person to the movements seen in the environment, the use of unimodal sensory information (mainly visual), and the imprecise image resolution of the presented scenarios, are some of the most discussed issues which make the use of VEs in research still controversial. While it is openly recognized that using a computer program is easier and faster than trying to reproduce a certain situation in the real world, it is still not clear if (and in which cases) the
gap between the virtual experience and the real one might cause a discrepancy in the results obtained by means of VEs with respect to the ones obtained in Real Environments (REs), or if the differences that occur are negligible.

Related to this fact, after reviewing most of the recent material on the issue “Virtual Environments in cognitive cognition”, it soon appeared clear to me that at least two opposite attitudes are present in literature towards the use of VR in research on cognitive processes: one trend is mainly focused on highlighting that VEs and REs follow different perceptive rules, especially considering the acquisition of basic spatial knowledge, such as depth perception, evaluation of distances and so on (for example, Ärmbruster et al., 2008). The other trend produces a series of results which show basically a similarity in the performances obtained in Real and Virtual scenarios in cognitive tasks, especially the spatial ones or the ones including interaction within the environment. Quite a number of studies referring to the usefulness of Virtual Trainings (VTs; see for example, Seidel & Chatelier, 1997), represented by the concept of “transfer” of abilities learned in the VE to the real world’s tasks, claim in fact that the human brain can give more or less the same answers in the two different kind of environments: some work (for example, Waller, 2000) even produced proof that measures of spatial knowledge collected in a VE maze were highly predictive of subsequent performance in a similar real-world maze, suggesting therefore that VEs can be useful for training people about real-world spaces. Some authors (Farrel et al., 2003), even though not disproving VEs usefulness in spatial learning or acquisition, conclude that actually available VE technologies do not provide better route learning than studying a map.

So, where is the truth? Are they different or similar? But, most importantly, if they work on different perceptual basis, as for example has been proven in evaluation of distances, where there is a clear tendency to underestimate in virtual scenarios (with or without stereoscopy), in opposition to the well established tendency to overestimate in real ones (Gilinsky 1951; Loomis et al. 1996; Loomis et al., 2003), how can we then explain the claimed similarity of cognitive spatial processes using artificial environments, assuming that all these studies obtained scientifically correct results?

Since Kant’s philosophical distinction between “Sensibility” and “Understanding” processes of human mind, we know that, theoretically, there is a distinction between the so-called “low-level” basic cognition, which include all the perceptual-related processes, and the “higher-level” cognitive processes, such as spatial navigation, wayfinding, landmark recognition, spatial memory and so on (Chalmers et al., 1991; Dietrich, 200). The first class of processes should work differently in virtual and real environments, since they follow a data-driven, bottom-up direction of processing, and in an artificial scenario are simulated by machines. The high-level processes, which rely on different neuronal networks and brain areas and have a deeper influence from the so-called “top-down” processing, are more “global” processes, and probably they work quite fine even in computer-generated worlds.
This basic distinction, which I will address more deeply later in this chapter, could explain, according to the hypotheses of the present work, the effective/non effective results that scholars obtain using this technology for their research purposes.

The general hypothesis proposed in this dissertation is that, although the clear and proven diversity of virtual and real environments especially regarding the information processed by the human perceptual system, this difference does not prevent the cognitive system to be able to adapt to the new rules and perceptual cues of the new environment and use them in a good way. The “good way”, since we know that brain follows the most “economic” rule, should be the easiest one, i.e. the most similar to the one that works in the REs. So, at higher levels, one might behave in the virtual world like if it was the world he/she is used to. So, investigating some higher spatial processes within VEs, we should be able to have a good measure of human behavior in the physical world, even though, at lower levels, we might not.

In order to help finding some intrinsic limits of VEs and technologies for their visualization, suggesting which ones can be used to consistently prove research hypotheses in experimental settings, the present work addresses some fundamental questions about the use of VEs in research on the cognitive processing of spatial information. It represents also an attempt to fill some gaps about open questions such as: “is the space and the depth of a VE represented in the user’s brain in a sufficiently correct way? Or, if not, is he/she still able to perform correct actions interacting within the scenario?”, or “is stereoscopy a good way to allow a realistic perception of depth in a VE?”, but also more general issues like “is the way of navigating in an environment, and the strategy used to find a way in an artificial maze different from the way of navigating in a simple PC screen-presented 3D environment?”. These questions refer either to the low- or high-levels of spatial processing. Since it is supposed that, without a correct processing of the spatial information, a successive “top-down” use of this knowledge to perform action within the environment would not be possible, we can say that the two levels of processing are intimately correlated, so a deeper investigation of their relation represent something really useful for a more correct use of this technology.
Structure of this dissertation

The structure of this work is aimed to follow in some ways the VR concept intrinsic scheme: from its development as an “externalization of the computer-represented world” and its roots in the informatics field and the deep role that computer science had in the historical development of cognitive psychology, to the actual “state of art”, enriched by the results and outcomes of the present study.

In the first Chapter, I will first offer a brief historical review (paragraph 1.1), exploring the strict connection between theories and models in cognitive psychology and technology in the last 50 years, such as cybernetic, connectionism, architectures of mind, artificial intelligence and so on, to focus then on the development of VR as one of the most recent innovation in the field of “visualization technologies”, in paragraph 1.2. Here I will try first of all to delineate a univocal and unambiguous definition of this complex tool and concept, and in second instance to point out the characteristics and features that make this technology likely to become a relevant tool in science and research, although still on its way of development.

In paragraph 1.3 I will discuss which are the experimental (and also practical) uses of VR in the field of psychology, focusing in particular on research in spatial cognition (paragraph 1.3.3), but suggesting that the findings in this field could be strictly related and deeply relevant for a correct practical usage of the VR as a tool in other applicative fields, such as rehabilitation and clinical psychology (paragraph 1.3.1), professionals training and learning (paragraph 1.3.2). I will then discuss the importance of the linkage between computer science and experimental psychology, showing how different kinds of technologies help scholars in their work (paragraph 1.3.4). Related to this, the question about why VR is useful in cognitive psychology research is then discussed, presenting both advantages and disadvantages of VEs; the chapter ends with the questions and problems that are still open on this issue. The Paragraph 1.3.5 focuses on the technical features of VSs, like the presence of the absence of stereoscopy, the dimension and shape of the screen, the screen refresh-rate, and so on, pointing out also the different levels of immersivity that every VS is capable to offer. All these features are intended to reproduce somehow our “cognitive features” and way of functioning, so they have a central importance in this topic. I will focus especially on the so-called “immersive Virtual Environments” (iVEs), and discuss the importance of a good quality of movement reproduction. The multisensorial experience that VR is able to offer to a user is therefore exposed and the two main concepts of “immersivity” and “sense of presence” are explained. Finally, I address the functioning and technical details of VR (such as stereoscopy, for example, as opposed to a simple “pictorial” depth representation in “normal” 3D environments).
In chapter 2 I will offer a preview and explanation of the contents discussed in the following chapters 3 and 4, which will be focused on the methodological aspects of the research: after offering an introduction and an overview of the background and motivation of all the experiments, I expose, in Paragraph 2.2, the functioning and the main features of the VSs offered by the Fraunhofer Institute, trying to give a technical definition and description of the ones used in experiments of this project.

On the basis of these premises, in chapter 3 I present the first level of investigation of my study, starting from a definition of distances perception as a basic process for spatial perception and representation. In the following Paragraphs I will, first of all, discuss the “preliminary study”, which allowed me to define my work hypotheses (3.1.), and then I will describe in detail the 3 experiments (paragraphs 3.2, 3.3 and 3.4) aimed to evaluate different aspects of the issue, each of them with the detailed description of experimental paradigm, results, discussion and conclusions. Following the same scheme in Chapter 4, I present the experiments on the second level of investigation (high-level spatial processes): the first experiment (Experiment 4) investigates the effect of a semi-immersive VE in a spatial and visuospatial planning and navigation task, giving new insights on the importance of using a 360° display in researches about spatial navigation in VEs, and the second (Experiment 5) is a technical investigation to evaluate the best and more ecologic way of interact inside these kind of iVEs, focused mainly on the interaction device (a joypad alone or combined with a tracking).

Finally, in the Conclusions, I summarize the results obtained with the experiments and I discuss how collaboration and interdisciplinarity are nowadays necessary for the improvement of technology products. Furthermore, I will mention the possible development of more precise paradigms for the investigations and evaluation of other important aspects of VEs that could be addressed in the future within other follow-up studies and/or the creation of new applications. I will then show some practical examples of applications and possible development of the VR technology, which can be forecasted in the future.
1. A general overview on Virtual Reality

1.1 The birth of Information Era

One of the most important factors contributing to the birth and the development of cognitive psychology is without any doubt the development of computer technology (Santrock, 2003). Cognitive psychology did not only benefit from the development of computers themselves, but also from the theories and models behind the new technologies and machineries; and in turn, it even stirred further growth of computer technology, too. For example, Artificial Intelligence (AI) was developed also thanks to the rise of cognitive psychology, in the attempt to create a technological innovation for machines allowing them to perform intelligent functions, such as diagnosing medical illnesses, prescribing treatments, examining equipment failure, evaluating loan applicants, and advising students on college courses (Santrock, 2003). And this is also what is currently happening in the field of Virtual Reality (VR).

The “history” of the modern computers, robotics, AI and VR officially starts on Valentine’s day of 1946, day in which the ENIAC (Electronic Numerical Integrator and Computer) started its activity in the Moore School building at the University of Pennsylvania houses. It was a huge machine with twenty banks of flashing lights indicating the results of its computations, which were obtained surely faster if compared with the same task performed on a hand calculator of that time. By showing that electronic computing circuitry could actually work, ENIAC paved the way for the modern computing industry that stands as its great legacy. This is the reason why historians consider that the hushed moment when ENIAC’s vacuum tubes first began to glow constituted the birth of the Information Age.

Actually, before ENIAC existed, already in 1839, Charles Babbage designed and developed the first true mechanical digital computer, which he described as a “difference engine”, for solving mathematical problems including simple differential equations. He was assisted in his work by a mathematician, Ada Countess Lovelace, daughter of Lord Byron, and together established many principles of computer operation that have been rediscovered with newer machines a full century later. By the early 1930s, physicists started to use radiation counters, which employed vacuum tubes as the ENIAC did more than 10 years after. In the later 1930s and early ‘40s, at least three separate efforts to use electronic
circuitry to address the problem of computation were made by John Atanasoff, British Intelligence, and IBM. Between 1937 and 1941, John Atanasoff set out to design a specialized machine that could solve a complex system of linear equations. In the late 1930s IBM began to work with Wallace Eckert of Columbia University to explore how their equipment could be used in various scientific applications. It became clear that an electronic multiplier would greatly speed up the kinds of computations being employed by Eckert. IBM had collaborated with him in designing such a system. British Intelligence's Colossus, a special-purpose large-scale electronic machine developed to decode secret messages, performed only the logical, as opposed to arithmetical, operations necessary to defeat the famous German code machine Enigma. It was built at Bletchly Park around 1942.

What made the first prototypes jump forward in the development of computers was the new “stored program” concept (that is, the ability to store a program in its own memory), which definitely ENIAC lacked, to which contributed John Mauchly and J. Presper Eckert of the Moore School, in collaboration with John von Neumann and others. The first machine to operate with this particular design (that means, with indexed memory and random access memory) was the EDSAC computer built in 1949 at the University of Cambridge by Maurice Wilkes. Neither ENIAC nor its successor, the EDVAC, had indexed memory and random access memory, which, some might argue going beyond stored program capability, are essential ingredients of modern computer design.

Von Neumann and Herman Goldstine at the Institute of Advanced Studies and a team of researchers at the University of Manchester did the most to develop and formalize early computer architectures. Conditional branching (the "IF" statement in a BASIC or FORTRAN program) was not part of the ENIAC original design.

In the late 1940s, the first modern computer by John von Neumann showed that machines could perform logical operations. Von Neumann is one of the scholars who made it possible the jump in the “Information Age”: his design of a computer architecture (see Fig. 1), is the first attempt to define the main components, and their respective relations, of
the so-called “stored-program computers”, a sequential (hierarchic) architecture representing an advance with respect to the “program-controlled computers”, like ENIAC.

Contemporary to the development of these new machines, which founded the basis of the modern “computers”, in the late 1940s, MIT scientist Norbert Wiener founded the field of cybernetics (from the Greek “kybernetes”, that means “helmsman” or “governor”) to explore the sociological impact of the communication between human and machine. His research is critical to an understanding of the impact of virtual reality in cognitive psychology, because Wiener opened the door to the study of the relationship between the human and the technology, defining the resulting symbiosis as “cyborg” (cybernetic organism; Wiener, 1987). Wiener describes an increasingly technological society reliant on machines, and he explains how the nature of those interactions affects the quality of life. The work started by Wiener lead some groups of scientists directly to the development of machines which could interact with the human in the same “working system”, and his studies offered the basis of the modern field of robotic and VR application as we know them. The design of VR technologies that extend our reach, for example, such as tele-robotic devices (the control of robots at distance), is informed by Wiener’s research in cybernetics and his concern with the nature of sending messages and the reciprocal feedback inherent in those systems.

The successive formalization of a convincing way to quantify the transferred information amongst these systems, operated by Shannon by means of his famous “Information theory” (1948), made it possible to complete the process and promote the definitive jump into the modern era. His theory, describing how to find fundamental limits on signal processing operations such as compressing data and on reliably storing and communicating data, and moreover his definition of entropy as an information measure, finds applications in many areas, from natural language processing to networks and communication (Lachman et al., 1979). But, what is more interesting for the topic of this research, the applications of fundamental topics of information theory include lossless data compression (like ZIP files), lossy data compression (for example MP3s and JPGs), and channel coding (like the ones used for DSL lines, for example). So, its impact has been crucial not only for many important technologies which supported the development of informatics, like the invention of the compact disc, the feasibility of mobile phones, the development of the Internet, and even the study of linguistics and of human perception, just to name few, but also it has been the starting point of graphics and visualization standards, thing that leaded to the development of the actual knowledge about everyday more compelling image rendering and visual representation in VR and the creation of Virtual Environments (VEs).
But what made it possible for the cognitive psychology field to be born is the active application of all this knowledge to the human brain. In the 1950s, following von Neumann’s suggestions, in fact, some speculations started to be proposed by scholars that computers actually reflect the way the mind works. Herbert Simon, (1969) was the first to compare the human mind to computer processing systems (Santrock, 2003), postulating the famous parallelisms between the human and the computer: the brain would be a computer's hardware, and the mind would be the software which makes it work: mental processes are “analogous” to software applications; sensory and perceptual systems, “act like” input channels; muscular efferent system gives the output of the internal states; memory storage has the “same features” of disk storage; the process of memory retrieval could be assimilated to a printer or screen display, and so on. Although Simon's analogy is compelling, many psychologists complained that it was too simplistic. In fact, as some scholars pointed out, first of all neurons communicate with each other electrochemically, while computer wire connections use only electricity, they are plastic and can change, while wire connections are permanent, but they can also die and be lost forever (like in case of degenerative diseases), electronic wires can be removed and substituted without changing the state of the machine; so the human brains and computers function on different basis. Moreover, without human input, computers cannot work, while it is possible for a human to work without the help of a computer. Besides this, an important difference between computers and humans is that the lasts make frequent errors, and are unable (with some extraordinary exceptions) to calculate extremely complicated equations only by using imagination. Computers, in turn, completely lack of imagination, which is a typical human feature, and moreover, while human brain is told to be “aware of itself”, which means, allows the person to have self-consciousness, this is impossible for a computer. The other criticism to Simon’s analogy, which is the fact that the human brain can learn, generalize and understand relationships, actually lead to a new, self-standing field of research, also known as connectionism, trying to build some special machineries, called “Neural networks", which, basing upon human nervous system’s way of functioning, aim to make a machine learn, generalize, build rules and, basically, be autonomous and improvable. Neural networks are simplified models of the brain composed of large numbers of units (the analogs of neurons) together with weights that measure the strength of connections between the units, which are supposed to model the effects of the synapses linking one neuron to another (see Stanford Encyclopedia of Philosophy). Cognitive psychologists started to be interested in connectionism because it provided an alternative to the classical theory of the mind: the widely held view that the mind is something akin to a digital computer processing a symbolic language, as suggested by Simon.
Despite the limitations of Simon's analogy, it stimulated further growth of cognitive psychology. The analogy sparked the interest of some cognitive psychologists to generate insights into how the mind processes information based on how computers work. It also pushed some other cognitive psychologists to investigate how the mind is further distinguished from computer software applications.

In the 80s, for example, theories like the “Modular mind” from Fodor (1983), or the definition of “Architectures of mind” from Johnson-Laird (1983), tried to evolve the inception launched by Simon and develop more precise analogies, which could work operatively to the goal of a better definition of a Model of the Human Mind. The theories on mind based on vertical or horizontal architectures were based on different evidences, and were in a first moment in strong opposition: the horizontal view (functional processes operating in parallel) refers to cognitive processes which interact and are expressed by faculties such as memory, imagination, judgement, and perception, and are not domain specific and largely formed and develop in the humans according to the empirical experience. The vertical ones (hierarchical modules) claimed that the mental faculties are strongly differentiated on the basis of domain specificity. They are genetically determined, and at the neuroanatomical level, are associated with distinct neurological structures; the difference of these vertical structures from the horizontal ones is that the layers are computationally autonomous.

These different views of mental architecture, in turn, made it possible the development of fields like AI and Neural Networks, which are two different ways of creating “expert systems”: the first is based on sequential and hierarchical structures (thanks to an improvement of the normal calculator’s structure; according to Johnson-Laird, this would be a “vertical” architecture of mind), the seconds relies on diffused activity in parallel, where only (but not always) the main structure is initially defined and then self-organize themselves according to the presented inputs; this last organization, in the frame of the “architectures of mind”, would be an “horizontal” one (Johnson-Laird, 1983).

This theoretical discussion about “vertical” or “horizontal” architectures of mind, stimulated not only a vivid debate between scholars and theorists, but allowed a big improvement of our knowledge of each single cognitive process, which later have been “recomposed” in a “unitary” and dynamic picture, giving birth to more global and complete theories on functioning of mind.

Anyway, regardless the undeniable boost that informatics gave to the science of mind, the very first “conceptual jump” in the way of considering the interaction with computers and technology in general and which supported the successive development of VR, was
successively completed when the computer passed from the status of “calculator” to the status of “Personal Computer” (PC), becoming an object of “popular” usage. The last decades of the 1900, in fact, have assisted to the extremely fast development of the computer as a tool in almost every domain of human activity, and this was possible mainly thanks to the introduction of human-friendly graphic interfaces: computers were finally easy to use and to learn for everyone, and not anymore destined only to “nerdy” informatics and computer science experts, mathematicians or researchers. In this frame, for example, one of the most recognized successful user-interface paradigm is the Xerox Parc “desktop” metaphor, which became first popular among the computer users thanks to the Macintosh produced computers (Gobbetti & Scateni, 1998). From a certain point of view, we could already consider these graphical user interfaces which allowed the desktop metaphor to increase the interactivity and productivity with computers, as a form of VE “in nuce”, since this new “environment” was for the first time able to give a palpable, concrete illusion for the user to manipulate a real surface, with physical objects positioned on the top a desk, even if these “objects” were just pictorial representation of files (Gobbetti & Scateni, 1998).

However, it became soon clear that there were certain limitations in interacting with such “bidimensional” environments, especially considering that we usually have to deal and interact within a three dimensional world. These limitations were not only due to a lack of correlation between the manipulations and their effects and, of course, a high degree of cognitive separation between the users and the models they were editing (Conner et al., 1992), which became evident especially in the cases when the users had to deal with complex spatial information, such as 3D modeling and animation, motion control, or surface modeling, where the only possible interaction by means of the mouse made it extremely difficult for the users to perform their work with simple intuitive actions. But, also, the limitation was related to the feedback the user received about the structure of the three-dimensional world, because it was conveyed by a fixed visual image, and the only way to get a correct representation of a space in its complexity and reciprocal relationships between the objects, was to provide the application with multiple views with different depth information. And this, of course, increased the cognitive charge of the user, which had to actively combine the separate views into a coherent mental model, which forced the users to concentrate more on the way to obtain a certain goal instead of being concentrated on the task itself.

The origins of VR can be maybe traced already in the mid 60s, with the publication of the “The Ultimate Display” by Sutherland (1965).
In his seminar paper this author introduced the key concepts of what we believe now to be one of the most important and necessary features of VEs, that is the possibility of “immersion” in a simulated world, with the complete sensory input and output, which are the basis of current virtual reality research (Gobbetti & Scateni, 1998). Already in the early 1965, he sets the challenge for informatics and engineers:

“The screen is a window through which one sees a virtual world. The challenge is to make that world look real, act real, sound real, feel real” (Sutherland, 1965).

At this point, it was clear that new devices had to be designed, which could rely on improved configurations and user interface metaphors able to allow users to work directly in three dimensions. For this reason, the research on the so-called “Virtual Reality”, started to receive more and more inputs. The initiative took evidence from the fact that human beings are naturally well equipped to interact with the world they live in, and therefore we should be able also to make users interact with virtual worlds in the same way they interact with real worlds, making all the tasks which require an interaction with an artificial machine more natural and reducing the time needed for training people on “how to use the device”.

Actually, even before Sutherland’s formalization of the problem, the first workstation for VR applications had already been released in the early 1960’s and it was named the “Sensorama Simulator” (Heilig, M., Patent online, 1962; see Fig. 2). The setup included stereo sound, integrated with the full 3D camera views. The viewer could ride a motorcycle watching a video showed on the screen while sensing the wind, simulated by a fan (Aleotti 2006). This was the first attempt to make the user live a simulated multisensorial experience.

Only around the 1970’s researchers realized the possibility of using computer-generated images instead of analog images taken by cameras, because in this way almost everything could have been created without the need to find it in the reality. In the same period NASA began an extensive research about using this technologies for training astronauts to space...
flights, and later, even moon landings, and this gave the input and the material for the new studies to be born. The successive convergence of technologies that have made Virtual Reality possible have come about in the last fifteen years. With the successive development of technologies in the last ten years, which saw the birth of Liquid Crystal Displays (LCD), the creation of high performance image generation systems, High Quality and Definition videos (HQ and HD videos), along with the development of tracking and sensory glove systems there have been incredible advancements which are absolutely crucial to the VR paradigm (Aleotti 2006).

A step forward the integration of men and machines has been done in the late 1980s at the NASA-Ames Research Center in northern California by the artist and scientist Scott Fisher, whose work aimed to render virtual worlds even more closely coupled to our sensory mechanisms: he oversaw the creation of the VIEW system (Virtual Interactive Environment Workstation; see Fig. 3), the first virtual reality (VR) system that integrated the head-mounted display, data-glove (sensing device worn as a glove), voice recognition, and three-dimensional (3D) audio, which enabled the listener to experience the location and movement of specific sounds more realistically than the two-dimensional stereo field of left to right. As a result of this research, Fisher established the field of “telepresence”, in which one could virtually transport oneself to another place, real or imaginary, experiencing remote spaces and controlling objects at a distance. According to Fisher, Virtual Reality's potential was now as limitless as reality itself.

In the early 1990s, Daniel Sandin, along with his colleagues Thomas De Fanti and Carolina Cruz-Neira, developed the CAVE System (Cave Automatic Virtual Environment) to project interactive, computer-generated 3D imagery and audio into a physical space defined by multiple projection screens and a surround-sound system. The immersive nature of CAVE was intended as an allusion to Plato's Cave, evoking the shadowy presence of the representation of reality.

The potential of VR systems seemed immediately a more intuitive metaphor for an effective human-machine interaction, because it made it possible for the user to exploit his existing cognitive and motor skills for interacting with the world in a range of sensory modalities that he/she already uses in the real world. As I will try to explain in the next
chapter, VR aims to give misleading inputs to the cognitive system, relying on the fact that we know how perception works. This makes it possible to suggest to the human brain that there is something “out there”, which is actually only a set of artificial information produced by a machine and processed by the brain “like if” it came from a natural source. Technically, the information that is processed, is “really” there, because it exists: but it is just a sequence of binary code processed by a machine in a way that “makes sense” for the human brain. The boundaries between the human and the machine became more and more subtle.
1.2. What is “Virtual Reality”?

The term “Virtual Reality” (VR) evokes many different ideas in collective imagery, mainly related to computers and technology, and often limited to videogames and entertainment. In fact, looking for definitions of “Virtual Reality”, one can find incredibly different perspectives to look at it, like for example the one that sees VR as a new form of reality that people can though share with others, transposed in the virtual world of the internet, for example.

This extremely conceptual definition of VR is for example well described by Reynolds (2005) in his “Four World Theory”; he distinguish between: a) online realities whose essence lies in playing together ("ludic worlds"), based on rules set by the maker of the game, and those who do not like the given world may leave at any time (in the MMORPG, for example, like World of Warcraft or Lineage); and b) “less traditional games” or “alternate lives”, which are communities mimicking the social order of the real world (social or civic worlds; for example, IMVU, Habbo Hotel, Second Life), where the users have a greater influence and independence on the rules of the worlds and can perform activities that are technically possible also in the real world. “Civic worlds” are the closest copies of the “geographical”, real world (Reynolds, 2005). The VR, in his description, is seen as the possibility to live an alternate reality, which is not the actual one, but follows the same rules of the real one: some people use technology to create and live a completely new life, dedicating most of the time of their real life to get something that they failed to obtain in the real society and living out their “alter ego” on the net, sometimes leading to deviant behaviors and loss of contact with the reality. These are what some authors called “Virtual Realities” (VRs), and they are defined as a “graphically developed, virtual online social space created in a 3D environment” (Williams, 2006).

Nevertheless, while it is clear that VR has been initially developed as an applicative and sometimes entertaining tool, and it became known to the masses as an “exclusive” way of enjoying realistic videogames or to live out a new life on the internet, now the concept has been extended to medic field and even to research. Regarding this last point, a long discussion aroused about the validity of the results obtained in Virtual Environments (VEs), because the central question is: is the VE exactly like the Real Environment, thus eliciting the same cognitive processes in the user that a real experimental setting would elicit? As
we will see also later, the answer is still open, but I personally agree, and the results of my work suggest exactly this, to accept VEs as a satisfying consistent tool to assess high-level cognitive processes (for example, learning, language, memory or spatial cognition, to some extent), but not the low-level ones (such as visual perception, spatial representation, visual attention and so on). Consequently to this, as some authors underline, VR can be considered something “different” from a real environment, but still very useful for taking the possibility to verify some research hypotheses in an extremely controlled and ecological way (see for example, Elneel et al., 2008; Mühlberger et al., 2007).

In the attempt to find out a clear definition of “what VR really is”, I will show some of the most interesting perspectives, but keeping my focus on the most “operative and practical” one, which defines the use of VR as a technology developed to “deceive” human sensorial perception and “suggests” scenarios which are either replicas of real environments or are absolutely new ones, created with the purpose to verify some hypotheses or for training particular abilities. In my doctoral work, therefore, I will not consider the VR as a “conceptual” way of living an artificial online life (like the first definition that I presented), but as a “technical and practical” implementation of a new technology.

From a practical point of view, actually, there is not a single and clear definition of VR, which could help us defining when a computer generated set of images could be considered a “VR Environment” or “Virtual Scenario” (Keshner, 2004). In fact, even considering the issue in a pure “technical” way, there are different kinds of VR, and different technologies able to reproduce different VEs, each one with different features and “affordances” (see Paragraph 1.3.4 and 2.2 for a description of the different existing VR technologies and Visualization Systems currently used in research). The lack of univocal features of VR opens a series of theoretical questions about “what could be considered VR”, which becomes a methodological issue when it comes to the acceptance of results obtained with different machineries or with particular scenarios.

From a theoretical point of view in fact, the concept has actually deeper roots, which can lead us even to the earliest artistic expressions of mankind. As Randall Packer points out in his “Multimedia: From Wagner to Virtual Reality” (Randall Packer, 2001), in fact, we could even consider the early paleolithic art as a cultural background for our modern concept of Virtual Reality.

“The recreation of both the external world of nature and the inner world of magic in the immersive space and controlled atmospheric conditions of the underground cavern was an early attempt at artistic expression for the purpose of the preservation of culture. Here, in the prehistoric caves, the human concept of virtual reality began with the multisensory, totalizing experience that engaged
sight, sound, smell, and touch—the first conscious virtualization of the physical world”.

We can go even further, considering the earlier human architectural’s attempts to recreate natural environments in closed, artificial environments, in which the visitor has the feeling to be completely immersed in a simulated, realistic small world which offers multisensorial affordances for the complete representation of an environment, like for example Gothic Cathedral of Notre Dame in Chartres, France.

“Everything in this extraordinary building evokes some abstract meanings offering suggestions coming from multimodal sensorial stimuli, from the magnificent rose windows and stained glass, resonant chambers, vaulted ceilings, and sacred labyrinth, to the pictures and statues which tell stories from the bible, the sanctuary transposed the virtues of the church by transporting the individual through the experience of immersion, like in a “different”, but realistic, virtual world” (Randall Packer, 2001).

Besides figurative art, architecture and even music (as Randall shows in his extensive historical review on VR), also cinematography can be considered a sort of simulation of human consciousness. This attempt, obtained by engaging the full range of the viewer's sensory mechanisms, is illustrated by the cinematographer Morton Heilig's claim in the 1950s that the cinema of the future—a medium already transformed by such innovations as the panoramic perspective of Cinerama—would “no longer be a “visual art”, but an art of consciousness; a simulation so lifelike that it gives the spectator the sensation of being physically in the scene” (p. 250). Morton Heilig is the same inventor of the “Sensorama simulator”, mentioned in the previous paragraph, and he’s considered one of the pioneers of what we consider VR in its most evolved concept.

The experience of “being physically there” has been a paramount quest in the development of virtual reality. And if we consider the last movies that have been proposed in the cinemas, like “Avatar” (movie’s webpage: http://www.avatarmovie.com/) or Alice in wonderland (movie’s webpage: http://www.disney.it/Film/alice/), we have an idea of how true this assertion is. “Avatar”, in particular, being the very first official 3D movie, had an incredible impact on the viewers, which experimented and reported something that probably no other movie ever caused on the viewers: as we can read from a report from CNN (http://edition.cnn.com/2010/SHOWBIZ/Movies/01/11/avatar.movie.blues/), a large number of people who saw that movie fell in a very deep depressive state starting from the day after they saw the movie in the cinema. The explanation for this disease is that the realistic way of seeing that movie in 3D made some of the most susceptible
viewers feel deeply involved in the perceived situations and, even if they perfectly knew, at a conscious level, that this was “just a movie”, still the realism and “immersiveness” that the movie was able to generate, deeply influenced them at implicit levels, making the differences between the greedy humans still leaving on the hearth and the lovely and peaceful aliens of the planet “Pandora” even more evident and leaving in the viewers a truly depressive state of mind as if this experience touched them deep in their feelings. The importance of immersion and “sense of presence” will be discussed in more detail later in the next paragraphs, as they are some of the crucial points to define VR as a technology.

From a functional point of view, some authors remark the representational features, capabilities and possibilities of VR systems: as far as we know, a textual representation can give an indirect description of the real world (Gibson, 1971), and images can undoubtedly offer a more direct representation of it; but Virtual Reality (VR) gives us an even more direct representation (Johnson, 1998). This is obviously still not a good, practical and operative definition of what VR is. In a more practical attempt to define it, Beall and Jin affirm in their paper on immersive Virtual Environments (iVEs; Beall & Jin, 2008), that VEs are “synthetic sensory information that leads to perceptions of environments and their contents as if they were not synthetic” (see also Blascovich, et al., 2002).

So, as the technology of VR became more and more used and employed in engineering and research, finally an interesting and operative definition of VR, is the one proposed by Burdea & Coiffet (presented first in Burdea’s work of 1994, and then in their updated manual of 2003), which states that:

> “Virtual reality is a high-end human-computer interface allowing user interaction with simulated environments in real time and through multiple sensorial channels. Such sensorial communication with the simulation is done through vision, sound, touch, even smell and taste.”

This definition of VR is the most popular amongst engineers, because the authors explain the virtual experience with the paradigm of the three “I”s: Interaction, Immersion, and Imagination.

Fig. 4: the 3 “I”s from Burdea & Coiffet (2003).
Immersion and Imagination (see Fig. 4). The first two “I”s are, according to them, completely related to technology, and can always be improved to give the best experience in a Visualization System. The last one, the Imagination, is a feature pertaining to the user and his capability of “imagine” that the things that he/she’s experiencing are really “there”, but it is directly influenced by the other two. It is, in other world, similar (and strongly related) to the famous concept of the “sense of presence” that will be discussed later in this chapter. In a certain way, the third “I” is also related to the human possibility to imagine and realize infinite scenarios and situations and complex situations to propose to the users. I will talk deeply about the use of this definition in the implementation of VR technologies in the following paragraphs.

Moving back to the main problem of an operative definition of VR that can be useful in cognitive psychology research, if we decide to follow the definition of Burdea & Coiffet, an important distinction between “Virtual Reality” and “Virtual Representation” is therefore necessary. In fact, in order to be considered an artificial “reality”, it has to offer all the three “I”s at the same time. This means that without interaction, there is no VR. In order to feel “present” in a world, a user should be able to modify this world with his presence and actions, not only to perceive it with one of his/her senses. He/she should be free to interact, to move and explore, to perform actions and observe their consequences, which should be compelling enough to make him/her feel completely involved in such an artificial world. For example, according to this definition, a very well done videogame would be considered VR, because the gamer is continuously exploring the artificial world, navigating in it, behaving as the main character, interacting with the characters of the game and, in the case of Multiplayer Massive Online Role Playing Games (MMORPG), also with other real players, all of them accomplishing their missions and interpreting a part. It is a recognized fact that some of these games create in the player such a dependency that sometimes he/she keeps on thinking about the game even in the real life, and it sometimes is very difficult to interrupt or divert the attention of such extreme players while they are playing (Spence & Feng, 2010). So, we can see that, besides the great level of interaction offered to the user, the capacity of immersiveness of these games is indubitable, and without any doubt also the imagination that they are able to stimulate in the player is in some cases extremely high.

In fact, this is something different from what usually scholars who use VEs for research purposes consider that “VR” is: there is a tendency to define “Virtual Reality” whatever 3D environment that is realistic enough to be considered a tridimensional, artificial reproduction (or creation) of an environment. The famous “desktop VR”, for example, that we will discuss more in detail later, is typically the representation of a tridimensional environment presented on the screen of a PC. It is the most used kind of VS for displaying
VEs in research laboratories, for a series of motivations that we will discuss in detail in the next chapters, but most of all for reasons of space and costs. The result is that usually scholars use the label “VR” instead of the more precise and limited “Virtual Environment”, including in the “VR” concept also the more or less passive view of an artificial 3D representation, like in some studies about spatial memory, spatial attention or distance estimations (for example, Plumert et al, 2005; Mohler et al., 2006), where the subject passively perceives a scenario and give an answer, but cannot interact with it. To a certain extent also the preliminary study and experiments 1, 2, e and 3 on evaluation of distances of the present research do not allow an active exploration of the environment, although in this case the exploration of the environment is not completely “passive” because the subjects could move the mouse to “look around”, simulating the movement of the head.

Concluding, whatever “Virtual Reality” means, it is clear that it refers to the capacity to simulate something that is not real, but it “looks like” and “feels like” real, giving the possibility of actively interact with this “something” and perform a spontaneous and natural-like exploration of it. It is something that creates the illusion, in the human brain, that something is “there, in the real world”, even if it is not necessarily existing any other place than in the wires and chips of a well-programmed computer and, maybe, in the brain of the person who imagined it first.
1.3. Usage of VR in cognitive sciences

As already mentioned in the introduction and briefly discussed in the previous paragraph, Virtual Reality is currently used for a variety of purposes, from entertainment to commercial ones. In the cognitive psychology field, in particular, we can distinguish at least (but the usefulness of VR can be exploited in many other fields) three main directions in which VR is largely used: a) rehabilitation (either in dynamic psychology or clinical neuropsychology), b) training of cognitive abilities or promotion of learning and c) research. This last area, for the purposes of this work, deserves a deeper discussion than the other two, therefore I will introduce only briefly the most important and interesting outcomes that the studies in the other two areas (rehabilitation and trainings) bring to research purposes in general. In fact, if it is true that rehabilitation and Virtual Trainings are “applicative” fields of VR as a tool, it is also true that some studies performed to assess the validity of rehabilitation tools or the validation of training-scenarios allowed, in turn, a better and more precise knowledge of how cognitive processes work in VEs.

1.3.1 Rehabilitation

In literature there are a large number of works showing the attempt to rehabilitate patients with clinical or neurological disorder using Virtual Environments or scenarios: for example, in desensitization training for patient with phobias (North et al., 1997, 1998; Bullinger et al., 1998), to reduce anxious states or stress, psychiatric pathologies or phobic behaviours (Gregg & Tarrier, 2007; review), in treating children with autism (Strickland, 1997) or severe and critical burnings (Das et al., 2005), or people with learning deficits (Mowafy & Pollack, 1995, Cromby et al., 1996, Brown et al., 1998) or physical difficulties (Wilson et al., 1996, Stanton et al., 1998), for example after chemotherapy (Schneider & Hood, 2007).

Both restorative and functional cognitive rehabilitation approaches (Rizzo et al., 2001) rely on the advances made in research in the fields of cognitive science and cognitive psychology. Advances within this field are not only influenced by the concept of “plasticity” of the human brain, which is capable of considerable reorganization even following damage and injury (Sohlberg & Mateer, 2001), but also by the technological development of the last years, with increasingly complex technologies available in the scientific panorama (Szentágotai et al., 2011). Despite the notable progresses made by
psychotherapy during the last decades, research also systematically points to a segment of patients who are non-responsive to “typical” interventions, prompting professionals to advocate for improving the efficacy of treatments and for exploring and developing new efficient and cost-effective intervention strategies (David et al., 2008). To fulfil these purposes, Virtual reality (VR) seemed therefore a very promising tool in the area of psychological intervention (Rizzo & Kim, 2005).

The possibility of 3D interaction within VEs offered by the VR systems is what generates presence. “Presence” (we will discuss this concept later in this chapter) refers to the interpretation of the virtual environment as if it was real (Lee, 2004; Price & Anderson, 2006), and is the main factor that can validate and, at the same time, make it possible rehabilitation programs by means of VEs. Although the individual is conscious of his or her experience being produced by the technology, in fact, perception to a certain extent overlooks this aspect and makes the subject interpret the environment as if no technologies were involved (Krijn et al., 2004).

VR basically brings “the outside world” into the clinician’s office, and allows an higher level of control and the appropriate tailoring of the therapeutic process to the individual needs of the client, making a valuable addition to all components of the therapeutic process.

Also in neurorehabilitation, VR technologies begin to be employed to rehabilitate patients with brain damage or to help improved performances and facilitate functional reorganization (Pugnetti et al., 1995, Rizzo and Buckwalter, 1997, Christiansen et al., 1998, Davies et al., 1998, Pugnetti et al., 1998, Brooks et al., 1999, Rose et al., 1999, Rose et al., 2005; Subramanian et al., 2007) and there are some exploratory work also on patients with gait and balance problems (Nyberg et al., 2006; Oddsson et al., 2007) and tunnel vision (Apfelbaum et al., 2007).

It looks like the use of this new technology is useful mainly for the treatment of children and young people, as the extensive employment of VEs for paediatric neurorehabilitation proves (not only for the therapy of ADHD and autism, but also for the rehabilitation after cerebral palsy, as shown in a review by Wang & Reid, 2010). Motor abilities of children and adolescents with hemiparetic cerebral palsy has been proven to improve more than with normal rehabilitation (Li et al., 2009) and there are even works which prove an effective functional anatomical reorganization of the impaired areas with fMRI scanning (You et al., 2005) and finding neuroanatomical correlates of VR experience (Pugnetti et al, 1998). The rationale for the application of VR in this field mainly rests on the available evidence that a functional rearrangement of the injured motor cortex can be induced with the mediation of the mirror neurons system (Eng et al, 2007; Holden, 2005; Rose et al, 2005) or
through the subject’s motor imagery and learning (Gaggioli et al., 2006). Intensive training (repetition of motor tasks) facilitating the rearrangement of cortical function and reinforcement of the motivation of the patients by means of feedback information about the ongoing improvement are necessary for motor learning to be possible after brain damage. All these conditions are easily made available in VR-mediated neurorehabilitation paradigms. Moreover VR allows online or offline feedback, which have been extensively investigated with a general agreement that it improves re-learning of lost functions (Bilodeau & Bilodeau, 1962; Gentile, 1972; Khan & Franks, 2000; Newell & Carlton, 1987; Winstein, 1991; Young & Schmidt, 1992; Woldag & Hummelsheim, 2002). The expectation is that VR-mediated rehabilitation should improve the approach efficacy and the outcome by making tasks easier, less demanding and less tedious or distractive, and more informative for the subject. Interactive VR environments are flexible and customizable for different therapeutic purposes; individual treatments can be personalized in order to facilitate movement retraining, to force the user to focus on the task key elements, and to facilitate transfer of motor patterns learned in VR environments to the real world.

Even if the enthusiasm about this new tool in rehabilitation is spreading and a great number of works show that it is a reliable tool in that field, some authors (like for example, Crosbie et al., 2007) warn the scientific community about the blind acceptance of such a technology, after performing a strict evaluation of published studies using VR in rehabilitation, and finding that not all of these researches are well assessed or consistent (they used the American Academy for Cerebral Palsy and Developmental Medicine, AACPDM, grading system and made some randomized control on trials presented in randomly chosen studies present in literature). These authors conclude that VR is a potentially exciting and safe tool for stroke rehabilitation but its evidence base is too limited by design and power issues to permit a definitive assessment of its value. Thus, while the findings of their review are generally positive, the level of evidence is still weak in terms of research quality and obliges to consider the issue with a certain caution. Another review of the literature on stroke rehabilitation was made by Henderson et al. (2007) with the same purpose, and it points out that the current evidence on the effectiveness of using VR in the rehabilitation of the upper limbs in patients with stroke is still limited but sufficiently encouraging to justify additional clinical trials in this population.

Remarkably, VEs are starting to be used to build what at the present is known as “Brain-Computer Interfaces” (BCIs), which allow the direct interaction with a machine connected to an EEG-set on a person’s head only translating the electrical activity of the brain into signals, controlling external devices linked to the computer (Kübler et al., 2001). In the very first phases of development of these special interfaces, the programs translating the
cerebral activity were very simple, but since then, great advances have been done in informatics since the birth of this methodology, and by now everyday more authors decided to couple the BCI concept with VEs (Yan et al., 2008; for a review, see Marathe et al., 2008). This technology can be used in some, limited cases, as rehabilitation-programs, but most of the time it represent the only way to establish a communication with certain patients, who are unable to move, or to talk, or to use their hands to write on a computer. The extreme case is the “Locked-in” syndrome, or cerebromedullospinal disconnection, where the patient is perfectly able to process the incoming information (from the various sensorial channels), but cannot produce any output, since the efferent system is disconnected at the level of the basilar artery in the pons, located in the brainstem. The only efferent fibres not passing from the pons, are the oculomotorial ones, that is why the only form of communicating that these patient have are some small blinks or eye-movements. Giving to these patients the possibility to communicate with less efforts and more clarity with the world by interacting with a computer is for sure not “rehabilitation”, but it is still a decisive improvement of their condition.

1.3.2 Trainings and learning

A field in which VR is gaining popularity is without any doubt the one that regards learning. From virtual learning to virtual classes, from social learning to transformed social interaction (TSI, Beall & Jin, 2008), a lot of things are changing in the classical way of learning that sees the kids sitting in the class, reading books and writing on papers. In particular, Beall & Jin, (2008) demonstrate with their work how breaking the social physics of traditional learning environments can increase learning in VEs. But this is not the only application of the “virtual learning”: VRE are used also as a learning tool for professionals, to provide a safe environment where they can train and acquire skills and techniques necessary to their work, but without the risk of irreparable errors or dangerous situations. This happens for example for surgeons’ trainings (see for reviews: McCloy & Stone, 2001; Standen & Brown, 2005), reducing in this way dangerous consequences of eventually human errors during training.

Not only medical staff can take advantage of these trainings: in fact, also those professionals who must be trained to face very complicated and risky situations, where their skills on decision taking and problem solving are needed to resolve sudden emergencies benefit of this kind of training programs: for example, plane and helicopter pilots are often trained with Virtual Reality (VR) to acquire their flying competences (Proctor et al., 2004, Proctor et al., 2007a,b), but even aircraft inspectors are now starting to be trained in VR scenarios to exercise their strategies to visually detect discrepancies in
observed airplanes and other aircrafts in order to find technical and mechanical problems due to human mistakes at a glance, that is very important for safety in air transportation system (Sadasivan et al., 2005).

The central concept allowing these trainings to be declared “effective” is not only the validation as a tool, but also the concept of “transfer” of the learned skills in the real life. It is not enough, in fact, to learn “how to...” in the VE to claim that a certain training was successful: the learned skills must be proven to be acquired also in the real-life tasks. Numerous validation experiments on “Virtual Trainings” show that the success rate of this way of employing VEs is quite high (Seidel & Chatelier, 1997; Torkington et al., 2001; Wallet et al., 2009, for example). Actually, some authors (Farrel et al, 2003) compared a VE training and a map-study for a route learning task, showing that from one side there is a better transfer of learned routes after an active VE training than after a passive VE training, but after a series of 3 experiment, the authors conclude also that the VE technology proposed by them, even if allows a good transfer in the real life, does not provide a better route learning than studying a map. From contrasting results like these, of course derives the necessity to investigate more deeply the actual benefit of using VEs for training people’s spatial skills.

VR employment in research is also frequent in social and behavioural psychology, as the development of Collaborative Virtual Environments (CVEs) shows. The possibility to use, some classic paradigms which have been forbidden by ethical committees because too dangerous, like the Milgram obedience paradigm, took advantage of the possibility to test people’s behaviour in a completely safe VR, like Slater et al. (2006) show in their research.

Reeves and Nass (2000), in their studies on human-computer interaction, reported many instances of reactions to mediated stimuli that mimic what would be expected in human interactions (e.g., gender stereotypes) showing that, for some subjects, mediated stimuli are as real as the original stimuli, in terms of their unconscious responses to them. The mimicry argument has been addressed also in other studies (Bailenson & Yee, 2005; Bailenson et al., 2007) in which they created some “digital chameleons” interacting with subjects. Lately, a great branch of social and learning studies benefiting of VEs have been focused on the development of some “learning helpers”, called embodied agents, which are animated agents, often graphically represented as human faces, or sometimes with the whole, or a part of, the body, and even as small and cute animals. They are supposed to support the cognitive processes of the user by giving advices, establishing a relationship between the user and the interface, explaining rules and instructions, but also just to relax and make the user feel comfortable. Some researchers found huge positive improvements in Human-Computer Interaction (in terms of performance, anxiety-reduction and acquired
knowledge) by adding an embodied agent capable to show affections and being able to talk, use facial expressions and respond with conversational phrases coherently to the user’s actions (de Rosis et al., 2001; Beun et al., 2003; Rickenberg & Reeves, 2000).

1.3.3 Research

Finally, in research field incredible efforts have been done to validate, improve and better understand the proper use of this technology, too. As usual, there is quite a distinction between the “applied” purposes of the researches (studies on usability, human-computer interaction, and so on) and the “basic” research which aims to investigate human cognitive processes and behaviors by means of Virtual Environments appositely built to expose the human subjects to a desired setting for the experiments, with the desired set of variables and stimuli.

Just to make some examples, VR applications have been used for the investigation of components of cognitive processes, included executive functions (Elkind et al., 2001; Morganti 2004), memory (Matheis et al., 2007), spatial abilities (Parsons et al., 2004; Wolbers et al., 2004 Iachini & Ruggeri, 2006), attention processes (Parsons et al., 2007) and learning (Waller, 2000; Chen et al., 2003).

The more investigated cognitive aspect is probably the one of spatial cognition (Tlauka & Wilson 1996; Albert et al., 1998; Richardson et al., 1999; Albert et al., 1999). As we will see also in the Chapter 3, the research on spatial processes has almost completely transferred the old labs’s setting in the new artificial environments, benefiting of the possibility to completely recreate some environments (including the representation of existing ones) without having to build them in the reality or bringing the subjects to these places. According to Rizzo et al. (2002), “Virtual environment technology may provide unique assets for targeting spatial abilities with its capacity for creating, presenting, and manipulating dynamic 3D objects and environments in a consistent manner and for the precise measurement of human interactive performance with these stimuli”.

Not only VEs can be employed to easily perform spatial experiments and tasks, but also the benefits that cognitive modeling can enjoy from the direct interpretation of results in these fields are huge: for example, Zhang (2008) used VEs researches' findings to propose a
multiscale progressive model which describes the relationship between spatial knowledge and spatial tasks in navigation.

As always happens in sciences, all research fields are strictly interconnected, since in order to be correctly used, a tool must first be scientifically evaluated and, from the other side, the use that people do and the way they interact with the tool itself is a necessary information that the investigator has to know before using a certain tool or to build the tool itself. A validation of the VR as a research tool can come also indirectly, for example observing the results of rehabilitation programs and training of specific abilities, such as the most famous application of VR in trainings, that is the laparoscopic technology’s virtual simulation for surgeons (see Sutherland et al., 2006 for a review). And also studies in the applied research field can give an indirect but useful information about how people interact, uses, perceives and behaves in VR. By means of all the information coming from these different areas of scientific psychology, every result can be ascribed to the fundamental question, which is still to be clearly defined: are the human cognitive processes the same in Virtual and in Real Environments? Or do the experiments which take place in VEs exert in the subjects some different kind of brain processes that are somehow and somewhat different from the ones that they would employ in a similar setting, but real?

The question is fundamental especially for basic research, because of the large use of Virtual experimental settings to test and verify psychological and cognitive models of functioning in humans. This mass-use of the VR technology requires a strong validation of the tool itself, in order to be sure that the subjects behave in a certain way in a certain VE because the simulated environment or experimental setting is really realistic, and stimulates the same cognitive processes that researchers are actually investigating and not other ones, which occur only in VR but not in the real life, where they could be different or could be following different rules and modalities.

In turn, having a clear idea of how does cognition work in VEs is an helpful thing which can shed more light on the usability of the same, and directs programmers and computer scientists on their work of building VEs and tools in a way that is everyday better and realistic. It helps also the scientists which are interested in rehabilitation and trainings, since their work with VR will be for sure more successful and effective.

Anyway, despite all the positive reports about the use of VR in cognitive studies and researches, there are some authors who prefer to have a more cautious approach to this argument, and remark some issues that are still not clarified and could represent an obstacle to VR employment in research concerning cognitive processes. As Armbrüster and
coll. (2008) point out, there are some limitations to VR applications, for example they remind that in experimental psychological research, it isn’t often useful to use environments with much visual information as, for example, secondary depth cues or stereoscopic vision, as they may cause confounding effects on the visual scene, and investigated processes may not be genuine. Moreover, inter-individual differences (for example, in depth perception) are known to occur also in REs, and it is not answered yet if generalizability is given when using VR as a research tool, particularly when the data depend on correctly perceived distances, for example the use of spatial clues, navigation and so on.

1.3.4 Informatics and technologies in cognitive psychology research

In the first chapter I showed that research on cognitive psychology is intimately related to the development of informatics and computers in general. From a scientific-theoretical point of view, there are people who consider already the use of the computer for testing human processes a sort of “virtualization” of the real life. In fact, even before the establishment of VR technology, psychologists who were interested in investigating, for example, perception or attentive processes such as masking, crowding, priming and so on, were administering the subjects with some images presented on a computer screen, producing answers that then the scholars were gathering, interpreting and debating in the scientific community.

From a practical point of view, the use of the computer to build experimental tasks and easily gather, store and analyze the results simplified a lot the efforts of psychologists to investigate specific processes, for example by means of programs like Matlab or e-Prime, as it is testified by the famous “Posner’s Paradigm” (Posner, 1980), or by the famous theories of the attentional filter from Treisman (1960), which are based on experiments built and presented through a PC screen. As is known, some scholars, inspired by the “ecologic” movement leaded by Neisser (1976), criticized these methods, because the stimuli, the way of presentation and also the task itself (i.e. pressing a button when a certain thing happen on the screen or remembering matrices of numbers) is very far from everyday life tasks, contests and activities in which people are normally involved.
By the way, regardless the naturalness of the tool, the use of the computer in experimental psychology consistently speeded up the validation of theories and models of cognition.

If the introduction of this “new” tool represented a revolution in experimental psychology, the use of VR represents an even bigger revolutionary innovation: by means of VEs is possible to investigate cognitive processes and human behavior with the advantage of automatically collect and store data in output and at the same time the possibility to create an “ecologic” situation which allows the subjects to be tested in an “everyday life” scenario more than what it is possible to do in the laboratory experimental settings. The “ecological” environment and the natural way of perceiving it are aimed, hopefully, to somehow counterbalance the scientific need to produce controlled settings and automatically registering the answers of the subjects, which has always been in the center of Neisser’s criticism to scientific lab-experiments.

As we saw in the previous chapter, VR is far away to be a well-defined tool, and moreover it is possible to find very different set of situations, conditions and features, which are not only limited to the different scenario that scholars use and for what reason (literally, the VE that they use: if it is representing an open space or a closed one, if it presumes interaction with the subject or if it is a simple passive presentation, if it is used as a rehabilitation tool or it presents a task that the subject has to perform to be evaluated to support a certain cognitive model and so on), but regard also the technical features of the machine employed for the investigation (that is, different Visualization Systems, VSs: if it has a big or small flat screen or if it is a 180° or 360° projection system, if it allows stereoscopy or not, and so on). Reviewing most of the works that have been carried out in scientific research with this instrument, we can identify at least four categories of VR (see Fig. 5):

1. HMDs (Head Mounted Displays; see Fig. 5-A1 and A2), helmets or glasses which display a virtual scenario covering the whole Field of View (FOV) of the subject (Lin et al., 2004; Weiss et al., 2004; Wraga et al. 2004; Parsons et al., 2007; Kelly et al., 2007; Gèerin-Lajoie et al., 2008);

2. Projection-based (for example, CAVE™; see Fig. 5-D3) (Cruz-Neira et al., 1992; Cruz-Neira et al., 1993; Rosen, 1999; Riecke et al., 2007; Sharples et al., 2008; Takatalo et al., 2008), but also 180° (Fig. 5-D1) and 360° circular displays, like the Elbe Dom (Fig. 5-D2), which has been used for the present sperimentation, for example (Schoor, et al., 2007).
3. Fish Tank (limited FOV), namely, a normal PC screen, or one with bigger dimensions (Ware et al., 1993; Sherman & Craig, 2002; Stanney, 2002; Weiss et al., 2003) like the Engineering Workstation (EW; Fig. 5-C);

4. Augmented VR Systems (Merians et al., 2002; Mou et al., 2004; Botden et al., 2007). This is what is actually called “mixed reality”, where the subjects observes the real world but receives some super-imposed information (Fig. 5-B2) by means of special lenses, connected to a PC. From a certain point of view, they are similar to HMDs because they show the additional information on mounted glasses or displays that are worn from the user (Fig. 5-B1), similarly to the previously described HMDs, but they still allow perception of the “real world”.

Fig. 5: Different Visualization Systems (VSs) and technologies to visualize virtual environments and augmented reality: different kinds of Head Mounted Displays (A1-2) and the one for the Augmented Reality (AR; B1) with an example of AR visualization (B2). In the lower-left, the Engineering Workstation (EW; C), a Desktop-VR, also defined “Fish tank VR”. Up, right: a 180° (D1) and a 360° (D2) projection system for the visualization of 1:1 environments. In the lower-right
The first two categories of VSs cost usually a bit more, but allow the best VR experience, in terms of FOV and immersivity. These two features in turn concur to provide a better “sense of presence”, which I will discuss deeper in the following paragraph. The third, which is the actually most used device to present virtual scenarios, is a simple Personal Computer (PC), and binds together the economic advantages and the easiness of use and portability.

While at the beginning of the 1990s the interest in this new technology of VR was raised and developed mostly regarding the HMDs, joining together the immersive visual experience to the use of data gloves, later the enthusiasm diminished a bit, with the increase of side-effects reports (like the Simulator Sickness, which will be addressed later in this thesis) and of economic cost of the tools, so the focus moved from the “immersive” VEs to the so-called “non immersive” VEs (Sharplees et al., 2008). The “non immersive” VEs were typically shown by means of “Desktop VR” (that means, PC screens), and in the beginning was not even considered “true” VR.

As I will discuss also in Chapter 3 in the introduction to my experimental section, some studies were conducted to evaluate which, amongst the features of these VSs, interfered more with human cognitive processes and behavior. For example, some studies were interested in investigating whether the HMD was too much heavy for the users, affecting their performances (see for example Willemsen et al. 2004; Plumert et al., 2005), or in evaluating the advantages of a small-FOV screen-presented scenario with respect to the same scenario presented in a full-immersion mode, or projection-based display systems (Sharplees et al., 2008).

From a methodological perspective, the use of these tools has been widely discussed from scholars, and some work has been done to validate one or another aspect of psychological research and one or another specific tool, scenario or visualization system to display the environments, but still there is no agreement on which should be the limits of usage of the VEs, nor guidelines to help a scientist in the process of choosing the best suitable VS to his research purposes.

In general, both advantages and disadvantages of the use of VR applications in psychological research have been discussed (Loomis et al., 1999): on one hand, as we already pointed out, high ecological validity, experimental control, generalizability of experimental findings, experimental realism, the use of “impossible” manipulations, and the ease of implementation and conduction of experiments; on the other hand, imperfection and high complexity of hardware and software, the difficulty of setting up high-quality virtual environments, high costs, and side effects (Armbrüster et al., 2008).
The high costs of high-tech equipments, in particular, is one the main reason for a “better than nothing” choice for many labs. This is also the main reason why most of the research has been carried out by means of normal PC desktops (the already discussed “desktop VR”, or “fish-tank”).

1.3.5 Technical features reproducing cognitive aspects in VR.

When we are in a real space (for example, in our living room, or in our office), we experience a series of mental processes, which go from the basic perception and cognition of the place, to the ability to perform actions, successfully navigate, remember landmarks and configurations of objects in it. For having such an “awareness” of the space, we need first to have a clear information about our position in the space: without this information, we would not be able to place ourselves in the environment and therefore we would not even able to build a correct representation of it. This “proprioceptive information” is something strongly needed in order to provide a successful sense of “being” in whatever place or situation. And, unfortunately, it is still somewhat missing from the VR setting that scholars are using to evaluate cognition in humans, except for some centers where some devices are developed in such a way.

Generally talking, VR aims to reproduce reality, or better, to create an artificial world that can be perceived as real thanks to the right stimulation of peripheral sensorial systems. This is still far from happening in this precise moment, but the idea is not completely wrong, and for sure it will lead to great improvements in the next future: as far as we know, from how the brain works, we could even be nothing else than brains in some tubes receiving inputs from a perfect informatics system, a supercomputer able to generate the information for an entire non-existing world and universe and delivery all this information to the cortical areas of our brains, in a way that could “feel like real” for us.

But, even without going so far to such extreme scenarios (proposed in famous movies like Matrix or Animatrix, for example), we can still say the purposes of VR are to give the feeling of something true, basing on how human perception works. For this reason I called this paragraph “Technical features reproducing cognitive aspects in VR”, because, besides the informatics processes and knowledge that it is necessary to build such technologies, the only way to make them work is to rely on our knowledge of human cognition and perception. To understand how these technologies work, a small description of models and
technical features is needed, even though for the purposes of this work it is not necessary to go too deep into technical details.

**Multisensorial experience**

Nowadays, actually, we are able to exploit only communication channels like vision and sound, and sometimes also touch, as in the case of “virtual gloves” or touch screens. But, still, this definition endorses the final aim of VR to completely “immerse” the user into an artificial world.

Burdea completed in 2003 his idea of VR by introducing the concept that was bounded to become famous amongst the VR theorists, creators and users: the 3 “I”s of VR, that I briefly introduced in the chapter 2 talking about definitions of VR (see Fig. 4).

The first “I” refers to “Interaction”: to be able to talk about “VR”, it must be possible for a user to produce actions within the environment, and observe immediate and appropriate consequences; of course, the way by which the virtual world must respond to the user’s input has to be a dynamic way, to make it more “natural” and realistic. The second “I” means “Immersion”. Immersion is the feeling of “being present” into the computer generated virtual world, and it will be deeply discussed later in this chapter, since it is recognized to be extremely important in whatever application of VR, from rehabilitation to simulation, from architectural modeling to safety evaluation, from manufacturing plant layout to training professionals, from research to learning, and so on.

We can say that Immersion-Interaction is a “twin element”, and denotes the VR users’ capability to interact with the artificial environments and scenarios through all human sensory and input and output channels. Finally, the third “I” of virtual reality stands for “Imagination”. Imagination has also a “creational” meaning, as it can be related to the human capacity of being creative, referring not only to the capability to imagine something as real, but also to human’s imaginative inventiveness to produce valuable applications for VR technology. Virtual environments take advantage of the imaginative ability of people to psychologically transport them to other places (Rey & Alcañiz, 2010).
But how does a complex VR system work? How can these assumptions be fulfilled by technical implementation? How the complex net of chips and plug-ins, processors and wires interface with the user offering him/her such an integrated, dynamic and interactive experience?

**VR SYSTEM ARCHITECTURE**

![VR System block diagram adapted from Burdea, 1993 (Burdea, 1999).](image)
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Fig. 6: Interaction

Fig. 7: Immersion (Calit2 project scientist Jurgen Schulze navigates "virtually" the first floor of a computer model of Calit2’s headquarters building at UC San Diego).

Fig. 8: Imagination (a modified image from the Matrix).

Fig. 9: VR System block diagram adapted from Burdea, 1993 (Burdea, 1999).
Fig. 9 illustrates a typical single-user VR system (Burdea, 1993; Burdea & Coiffet, 2003). Its main component is the “VR engine” which is a multiprocessor graphics workstation. Input/output (I/O) devices regulate the interactions between the user and the VR engine by reading user’s input and feedback simulation results. In case of simple tasks, joysticks or three-dimensional (3D) trackers, but also more common devices, such as mouse or playstation joypads are used as interaction tools, while sensing gloves such as the “CyberGlove” or “data Glove” are used in case of more complicated interactions or manipulations of the environment for haptic interaction. Visual feedback from the VR engine is offered typically through stereoscopic head-mounted displays (HMD’s) or large-volume displays such as the CAVE, the Elbe Dom or other cylindrical or semi-cylindrical displays, but in most of the cases the presentation is simply on a PC display. Simpler applications, in fact make use of standard monitor displays, the already mentioned “Fish Tank VR” (Ware et al, 1993). For what regards sound, spatially registered sound (called “3D sound”) is often provided to enrich the virtual experience, or force/touch feedback. As an answer to user’s commands, the VR engine responds by changing the view to, or composition of, the virtual world. The modeling of this artificial world is previously off-line-produced using dedicated software libraries and databases. Subsequently the models have to be rendered in real time (at 30 frames/s) and this thing strongly limits the geometrical complexity of the most commonly used virtual worlds. But this is something extremely important for realism’s sake: if the scene takes too long to be displayed, the feeling of immersion is already lost.

Usually, to allow huge Visualization Systems to work, several computers are networked, each having in charge some aspect of the simulation. This happens also because of the quite heavy computation load that the VR engine has to overcome to produce object dynamics, collision detection, physics and contact force for interaction between the virtual objects.

**Sense of presence**

In the previous chapters and paragraphs I already mentioned the concept of “sense of presence”: which are the origins of this concept?
The term “presence” actually indicates a true condition when an object is actually present in the physical, but the term may also connote a personal perception of the real world, embodied in a feeling or belief, that could be wrong at times, for example when a
perception of presence occurs when an object is not present in the real world (“illusion of presence”; Heeter, 1992).

One of the interests in VR technologies developers is, without any doubt, the understanding of how is it possible to create the illusion of presence and use it for positive outcomes.

The online edition of the Visual Thesaurus (Visual Thesaurus, 2004) defines the word “experience” with the following key points: (1) experience has two meanings: it can be something one has gone through and gained knowledge of or it can be the content of direct observation or participation in an event, (2) experience may have both mental and bodily states, and (3) it is closely related to feelings and emotional sensations. Direct observation or participation in an event requires ongoing interaction between person and an environment. The experienced content of this interaction is affected by the memory and knowledge based on previous experiences (Glenberg, 1997), and gives an experience meaning and value.

The process also causes emotional changes in bodily states, which are felt as “feelings”. These “somatic markers” provided by the body have an effect on perceptions, cognition and behaviour, and deepen the quality and intensity of the experience itself, so the mind of the perceiver is linked to the body of the perceiver (Damasio, 1994). All subjective experiences are quantifiable only by the person experiencing them (Schuemie et al., 2001). But, since almost all experiences arise from the interaction between a man and his environment there are common patterns in various experiences (Dewey, 1934).

The investigation of these patterns in restricted environments such as 3D interactive virtual environments (VEs), is likely to expand knowledge concerning both subjective experiences and interactive VEs (Takatalo et al., 2008). The problem of “presence” has been addressed in the last decade as more and more researchers are employing VEs to verify their hypotheses, and the general aim of technology, machines and software builders is to improve the quality of VR and the feeling of being in an integrated environment.

VEs are considered capable of producing a sense of physical presence, which is defined, e.g., as the user’s feeling of “being there” in a mediated environment (IJsselsteijn et al., 2000). A more precise definition of “presence” is the one offered by Slater (2002): “it is the total response to being in a place, and to being in a place with other people. The ‘sense of being there’ is just one of many signs of presence - and to use it as a definition or a starting point is a category error: somewhat like defining humour in terms of a smile”.

IJsselsteijn et al. (2000) distinguished between “social presence” (the feeling of being together and communicating with others) and “physical presence” (the feeling of being physically located in a place). Similarly, Heeter (1992) distinguished between three
different types of presence: personal presence (the extent to which the person feels physically present in the VE), social presence (the extent to which other beings, living or synthetic, also exist in the VE), and environmental presence (the extent to which the environment itself recognizes and reacts to the person in the VE).

Interaction between the subject and environment ("environmental presence") is acknowledged as one of the prime causes of presence in VEs by many authors (e.g., Draper et al., 1998; Lobard & Ditton, 1997; Steuer, 1992). Especially, ecological view (Flach & Holden, 1998; Zahorik & Jenison, 1998) emphasizes the role of functionality in generating presence experience. In this perspective presence is more related to the functionality of the VE than to its appearance (Flach & Holden, 1998). Some authors also emphasize the role of emotions in presence experience (Huang & Alessi, 1999; Baños et al., 2008).

In the real life presence and interactivity are difficult to define and measure. However, measures concerning how the well-defined VEs is perceived and how its functionality is evaluated have a clear role in the psychology of the virtual. It is a holistic human experience, which depends not only on "what the organism perceives, but how it takes what it perceives" (Fodor & Pylyshyn, 1981).

To study human experience from this viewpoint other psychological and emotional components should be taken into account. For example, the interplay between the level of skills possessed by the subjects and the challenges provided by the situation or the task and its different experiential outcomes must be considered, as also arousal, control and valence (considered as basic emotional dimensions by Wundt (1897).

Indeed, scholars and researchers acknowledged also that the sense of presence is a complex and likely multidimensional construct (Sheridan, 1992, 1996; Biocca & Delaney, 1995; IJsselsteijn, 2000) and could not be considered only by the side of the user features or only of the media characteristics. Recent theories try to explain presence with reference to both perspectives, and their interaction.

Novak et al. (2000) showed in their work that a better measurement of presence as well as interactivity is needed to fully investigate the relationship between the concepts of interactive speed and challenges in the optimal experience (also defined “flow”, that is an optimal state of consciousness characterized by a state of concentration so focused that it amounts to absolute absorption in an activity; Csikszentmihalyi, 1990).

Riva and colleagues (2003) faced the problem of presence considering two dynamics. On one side there are optimal experiences, as the result of the link between the highest level of presence-as-feeling with a positive emotional state, while on the other hand there are the so-called breakdowns (Winograd & Flores, 1986) which occur when, during our activity, an object or an environment becomes part of our consciousness, making our attention shift
from the action we were performing to the object/environment to cope with it, for example when a wall stops our movement. They believe that it is possible to design mediated situations that elicit exceptionally high presence. In particular, they argue that virtual reality is the medium able to support the highest level of presence because it can trigger at the same time all the three layers, phylogenetically different, and strictly related to the three levels of “self” identified by Damasio (1999):

- **The proto self**: a coherent collection of neural patterns that map, moment by moment, the physical state of the organism;
- **The core self**: a transient entity which is continuously generated through encounters with objects
- **The extended self**: a systematic record of the more invariant properties that the organism has discovered about itself.

In their review from 2004, Riva and colleagues express their observation that, in experiencing an interesting and immersive VR experience, for example, spatial presence, vividness and engagement will be activated by the medium, but if we are in an immersive VR experience, you are pre-occupied with personal worries and the mediated content is not very engaging, spatial presence and vividness will be invoked by the medium, but not “extended” presence. The possibility of activating all the three layers at the same time reduces, in turn, the occurrence of breakdowns.

In humans the sense of presence-as-feeling is thought to be a direct function of these three layers: the more they allow the cognitive system to separate between “internal” and “external”, the more is experienced the “sense of presence”, the better is the quality of interaction and experience within a certain virtual environment.

One of the main goals of VR is therefore to maintain users' attention in the content/illusion of a VR system in order to give the subjects the perceptual illusion of non-mediation, produced by means of the disappearance of the medium, which activates the highest level of presence.

With the aim of building assessment instruments for detecting whether a VE is able to induce or not the “presence” feeling in subjects, some work has been done to produce questionnaires and factor analysis as evaluation tools and measurements.

In a very recent work, Takatalo et al. (2008) investigated the field of presence using the “Big three” (Laarni, 2003) physical presence components: the realness of the VE (presence as realism), the ability of the VE to induce a sense of spatial awareness to the user (presence as transportation) and the users psychological immersion, i.e., attention to the
VE instead of the real world (presence as immersion). Physical presence components were thought to cover perceptual and attentional aspects of being in the VE. The purpose of their study was basically to find a way to profile patterns of various experiences received from the VE by using different components of both physical presence and flow in a CAVE. They concluded that being physically present, situationally involved or competent is not alone enough to create a positive and rich experience in VE. The participants having unsteady profile lacked feelings of playfulness and “being there”, and they did not regard VE to be as impressive or socially rich. In some cases the experience was unpleasant, negative in valence and anxious. Some of these participants experienced, at least in some extent, physical presence but not flow. This indicates the role of presence as a prerequisite of flow in mediated environments, as Novak and coll. pointed out in their previous work (Novak et al., 2000), discussed above.

From another point of view, Baños et al. (2008) conducted a study to verify if VR most peculiar features, which are stereoscopy, the illusion of depth and 3D imaging, were the main responsible (as some other studies argued: Hendrix & Barfield, 1996; Freeman et al., 1997) or not of the sense of presence and mood intensity in VEs. Their results indicate that there are no differences between stereoscopic and monoscopic presentations for both presence and emotion measures, so results do not replicate previous findings, which claimed that subjective feelings of presence are enhanced by stereoscopic stimuli presentation. For what regards mood intensity induction, resulting data support the hypothesis that stereoscopy does not affect the intensity of mood induction. That is, similar emotional reactions are elicited by both monoscopic and stereoscopic presentations, and this replicates previous findings (Baños et al., 2004; 2006) that indicate the subjective sense of presence is related to emotional reactions.

Indeed, in the study from Baños and coll. the VEs were designed especially for inducing positive moods, the other works employed neutral VEs. So the authors conclude that maybe for the specific purpose, stereoscopic presentation is not as critical as supposed before and that technological factors are more relevant for non-emotional environments than for emotional ones.

Thanks to presence, not only knowledge acquisition is possible in VR, but also this acquired knowledge can be transferred in a real environment. This evidence, coming also from different neuropsychological studies (e.g. Morganti, 2004), adds value on VR use in the rehabilitation of highly social disabling cognitive functions, highlighting how goals reached in controlled settings may be transferred on patients’ everyday life, simply by “training” their cognitive system to respond in the correct ways according to the situations and giving them some cognitive tools and coping schemes to face them.
Therefore, here an “Immersive VE” (iVE) will be considered an artificial environment that perceptually surrounds the user, increasing his or her sense of presence or actually being within it (Beall & Jin, 2008).

**Stereoscopy**

The attempt to develop the stereoscopy technology shows that the future of imaging is going in the direction of creating everyday more “lifelike” artificial images and, thus, improving a user’s “sense of presence”. According to what found by Baños et al. (2008), stereoscopy does not improve the “sense of presence” in a VE, since they found no difference between monoscopic and stereoscopic view of the same VE. Nevertheless, there are still some works proving the opposite (Hendrix et al, 1996; Freeman et al., 1999; Freeman et al., 2001; IJsselsteijn et al., 2001). As I will explain in the experimental chapter, it looks like the possibility to use stereoscopy, gives a “nicer” and more compelling way of watching at a 3D scene, but in the matter of fact, the artificial graphics and the attempt to produce “depth” are not exactly comparable to the real environments, where the objects are more “stable” and real.

From which cognitive base is stereoscopy implemented in VR?

Our ability to coordinate the use of our left and right eyes and to make use of subtle differences between the images received by each eye allows us to perceive stereoscopic depth, which is important for the visual perception of three-dimensional space (Parker, 2007). Binocular neurons in the visual cortex combine signals from the left and right eyes. On this basis, tridimensional effects are reproduced on computer-generated images following the functioning of human perceptual system by means of “stereoscopy”: doubled images and special glasses which provide selective visual information for one image for every eye allow the objects represented in some of the newest Visualization Systems and 3D displays to “pop-out” from the screen and acquire a certain depth (Parker, AJ, 2007). The visual impression that stereoscopic images offer is very sensitive to the geometry of the visual system of a user, the geometry of the display environment, and the modeling geometry assumed in the computation of the scene (Hodges and Davis, 1993).
Fig. 10: a scheme from Hodges and Davis (1993) describing the functioning of binocular disparity, basic knowledge on which the stereoscopy is based to recreate the impression of depth in VEs.

Stereopsis, in our natural visual system, results from the two slightly different views of the external world that our laterally-displaced eyes receive (e.g., Schor, 1987; Tyler, 1983). If both eyes are fixated on a point f1, in space, then an image of f1 is focused at corresponding points in the center of the fovea1 of each eye. Another point, f2, at a different spatial location, would be imaged at points in each eye that may not be the same distance from the fovea. This difference in distance is quantified in terms of retinal disparity.

Usually it is measured as sum of the angles $\delta_1 + \delta_2$ (as shown in the Fig. 10), where angles measured from the center of fovea toward the outside of each eye are negative.

To provide stereovision in artificial technical apparatuses, slightly different images must be presented to the right and left eyes with little if any cross talk between the two images (Kenyon et al., 2004). In some systems this depth-feeling is provided by using field sequential stereo in combination with liquid crystal shutter glasses (StereoGraphics, Inc). In systems like the ones used in the Fraunhofer, in which stereoscopy was provided by means of stereoglasses, the right liquid crystal lens is clear while the left is opaque and the perspective scene generated on the screen is that for the right eye.
Then the left eye lens is clear and the right is opaque and the left eye's view is displayed. This method of producing stereo has found its way not only into projection-based systems (Kenyon et al., 2004), like the ones used in the Fraunhofer’s VDTC, but also in the already described desktop systems (or “fish tank VR”; 1993).

Another way of producing stereoscopy effects in other systems are the use of an head mounted display (HMD) worn by the person, where the right and left eye each see a dedicated display so that the computer generates a left and right eye perspective image and each image is connected to the corresponding monitor. Such systems use miniature CRTs, Liquid Crystal Displays, and Laser light directed into the eye to create the image on the retina (Tidwell et al., 1995).

Despite stereoscopy it is quite in the vanguard for giving the users the feeling of 3D, though, a last category of screens suggest us that stereoscopy “with glasses” may already be “antiquate”. In contrast to the systems mentioned above, in fact, an auto-stereographic system displays stereo images to the person without the aid of any visual apparatus worn by the person (see for example Sandin et al., 2001).

In these systems, the person merely looks at the screen(s) and sees stereo images as he/she might do in the natural world. Because of their ease of use by the subject and their versatility these new and experimental systems have the potential of becoming the ultimate VE display when large motions of the subject are not needed (Kenyon et al., 2004).
2. Experimental section

2.1. Introduction and background

Basing on the concepts presented in the previous chapters, and aiming to shed more light on the employment of VR in research in spatial cognition, a project, which could allow the investigation of spatial processes at different levels, has been developed in the frame of a collaboration with Fraunhofer IFF and the Interuniversity Centre for Research on Cognitive Processing in Natural and Artificial Systems (ECONA), by means of an agreement promoted by “La Sapienza”, University of Rome.

“Space cognition in Virtual Environments”, in fact, is a multilevel project which gradually tackles basic problems, like how humans build a mental representation of the spatial relationships between the objects and between themselves and the objects inside a Virtual and a Real Environment, and then pursue the integration of this bottom-up information in more complex processes, which presume spatial awareness and include the association of high-level and top-down information, like for example a navigation task in a 3D maze and the planning of an optimized route.

As we saw briefly in the previous discussion on the use of VR in psychological research (chapter 1), VEs have been widely used to study cognitive processes, and in particular the studies investigating spatial abilities are the largest number. This of course happens because of the affordances suggested by the VEs themselves, which are typically representations of closed or open spaces, and usually are the preferred scenarios in which navigation tasks could be quite easily performable.

As discussed in the previous chapter, the highest number of studies were aimed to clarify some aspects of spatial cognition using a 3D representation of particular environments, “like if” the VE was a direct representation of the real world, concluding therefore that the obtained results of these works could be used to build a good model of functioning of human brain. Indeed, all these works on navigation, spatial memory, mental rotation, spatial anxiety and so on, actually take for granted something that at the present has not been deeply investigated, yet, which is the question about how the human brain creates a
consistent representation of a virtual environment basing on perceptive cues like depth, spatial relationships, shapes and shadows. We know from direct observation that these pictorial cues are enough to give a sense of “tridimensionality” even on a screen with 2D image representation (and this is true especially in art: just think to all these naturalistic paintings, defined “trompe l’œil”, in which the artist gives the spectator the illusion of a continuous space beyond the walls on which the scenes are painted only relying on a skilful and clever use of the perspective’s laws); but what allows the human eye to distinguish a picture from a real image? And, more interestingly for the present work aims, by means of which cues the human brain manages to understand the concept of “space” and distinguish a real (or artificial) tridimensional view from a simple image of the same scenario?

In the previous chapter we saw which principles the modern VR technologies rely on to give the viewer a sense of tridimensionality in artificially generated environments. The most used “trick” to deceive the human visual perception and suggest the presence of the depth even when there is not, is the use of the stereoscopy. But does it work in a way that we can define reliable? The question is central in scientific research, but also for applied research and other purposes, like for example trainings, because if the method is wrong itself, and gives a wrong perception of whatever virtual scenario, then all the results obtained with means of it, all the tools produced, all the training proposed and whatever other device is intended to develop, then all these things would be biased from the very beginning. All the judgments about distances, lengths, dimensions, time-to-walk, reciprocal distances between objects and in worst cases even proximity of some objects to the viewer, could be basically wrong.

Even though, as shown in the previous chapter, the use of stereoscopy as it is known by scholars (that is, with the use of glasses) could be actually already “outdated” and probably stereoscopy itself will soon change its features, still vision in artificial environments through stereoscopy is an issue on which it is necessary to shed more light, in order to produce usable tools and be able to collect interesting and informative results in scientific researches performed with VR, especially when they presume a correct perception of the spatial relationships and a consequent correct mental representation of that space.

For this reason I decided to address this central problem performing an evaluation of distances experimental paradigm in VEs (section 2.3). In literature, there are already some works trying to understand if the perception of the depth in VR is more or less similar, or at least follows the same rules, of depth perception in the real world. What has been found, is a general tendency of the subjects to compress the perceived distances in artificial scenarios, independently from the methodology used (numeric estimates, Loomis
et al. 1996; time to walk, Plumert et al., 2005; indirect measurement, Sahmet al. 2005; and so on).

Although the distance compression in immersive VEs has been widely proved, the causes why this happens are not fully understood (Loomis & Knapp, 2003; Thompson et al., 2004). In the attempt to find out the mechanisms underlying the systematic underestimations in VEs, several recent investigations have found out some experimental manipulations that can at least attenuate or alleviate the mistakes. As Waller & Richardson (2008) point out in their review on the topic, these manipulations include: a) asking users to estimate distances in a known familiar environment (Messing & Durgin, 2005; Interrante et al., 2006), b) presenting the environment on a large projection screen instead of an HMD (Plumert et al., 2005), c) providing users with explicit feedback about their distance errors (Richardson & Waller, 2005), and d) providing users a brief period of interaction with the environment before having them make distance judgments (Mohler et al., 2006; Richardson & Waller, 2007). The latter procedure seems to be particularly valid and feasible, as it is almost always possible to allow the subjects to interact with and explore the environment and it does not require too much time. An initial period of familiarization would be therefore necessary for the subjects before they are given their primary tasks.

But even after all these studies, a direct confrontation between perception with or without the use of stereoscopy is still lacking, and this motivated one of the experiments performed in the Fraunhofer Institute in the frame of my doctoral project (in particular, I investigate this point in the experiment 1 discussed in the paragraph 2.3.2, but also indirectly in experiment 3, paragraph 2.3.4).

Another problem in research paradigms supporting the use of VR, is the issue of which kind of VE has to be used to fulfill one’s research purposes. Or, better, which kind of Visualization System (VS) is the most appropriated to be employed in order to display a certain VE, according to its features and capacity to collect the required data about the desired variables.

As we saw also in the previous chapter, since different VSs generate different degrees of “immersivity”, they’re also able to exert different levels of “sense of presence”, and this makes it possible that even cognitive processes have different features in every single VS and, of course some of them cannot support stereoscopy. For this reason, in my preliminary study I have first addressed this issue in order to a) define the different features of every VS (immersivity/stereoscopy) in relation to perception of depth and distances and b) be able to perform the further experiments on distances estimates (paragraphs from 2.3.2 to 2.3.4) starting with some well-defined basis.
From a practical point of view, it is pretty well known that the most used technology is the so-called “Desktop-VR” (that is, a simple Personal Computer), because it has some good features for displaying virtual scenario in lab experiments. For example, it is less expensive than, let’s say, a CAVE or a 180° projection system. Moreover, it takes less space and it is simpler than other complex machineries, and it is usable by any user, even without technical experience. Third, the fact that it is actually nothing else than a computer, makes it easier to interact with it, and does not require complicated modules of 4 or more connected PCs to work, like instead is required for CAVEs or projection systems with 180° or more degrees displays.

But of course, it also has some black spots: the “immersion” in a scenario is not completely possible, and this does not give the observer a good “sense of presence”, being just a “fish tank” (Jayaram et al., 1997) inside which something happens, but out of which the real world is still visible and tangible (1).

Some works show (as for example the one from Westerman, et al., 2001) that spatial tasks requiring navigation are better performed in a Desktop-VR than in an immersive VS (iVE; in these studies, generally a HMD is used, and this is considered as an iVE). They explain their results by commenting that when the subjects are left completely without any point of reference of the reality, they have a worse performance. Another possibility, investigated in the present doctoral work, and more precisely in the first experiment (“Navigation and visuospatial planning in a 360° immersive projection system”, in the section 2.4) is that the HMD is simply not good enough in representing an environment for navigation, and it is probably not even suitable as the most famous representative of iVEs. To investigate all these issues, two experiments have been performed and will be discussed in this chapter.

In paragraph 2.2 I make a brief overview of some of the VR technologies present in the Fraunhofer, as they are the ones that I used to perform the experiments described in both section 2.3. and 2.4. In section 2.3, I first address and discuss the first argument of my study, starting with a general discussion about the distances estimation as a basic process for spatial perception and representation. Then, in the following paragraph (2.3.1) I will present the preliminary study and the results in base of which I defined my work hypotheses.

---

1 This is not completely true, for example, in the case of some modern videogames, which are so well-designed, involving and have such good quality image-rendering, including perfect dynamic audio sources, that the player is often “lost” inside the game-scenarios, feeling literally "inside" the game’s world, practically being able to exclude from the stream of consciousness all the information about the small room where they are physically in the moment. These features of certain videogames are making it possible to overcome the limitations of a small screen or limited FOV display, but unfortunately for our goals, in most of the scenarios used in research, the quality of graphics and motion levels are not comparable to the videogames industry, limiting the possibilities to have a realistic and convincing tool at lower costs without the need to build, for example, a CAVE.
In paragraph 2.3.2 (experiment 1) I investigate if stereoscopy in VEs is really helpful for a correct depth perception. In paragraph 2.3.3 I present the experiment 2, where I show how different distances estimates are in Virtual compared to Real Environments. The last experiment (paragraph 2.3.4) is intended to define a measurement tool which could let researchers understand if people who cannot judge correctly metric distances still have a more or less correct representation of a virtual space, represented by the scenarios; in this experiment, I show how the modality of the answers (metrical or non-metrical) requested to a subject in a distance evaluation task brings to very different performances independently from the presence/absence of stereoscopy.

In section 2.4 I define the outlines of the second issue addressed by my research: if navigating in a VE brings different performances in a spatial cognitive task and which are the discriminants that make the difference between virtual and real environments and between different VSSs. The first part of the investigation (paragraph 2.4.1) is related to the evaluation of the test itself and the differences that it is possible to observe in the performance obtained with the same task in a Desktop VR (a normal laptop, namely Personal Computer, PC) and in a 360° projection system Environment. I was here interested to see if the VE allowed a better performance and different use of navigational strategies with respect to the performances obtained with the PC. The second part (paragraph 2.4.2) regards the interaction within the environment itself. Since it is known that such huge iVEs are very easily inducing Motion Sickness symptoms in the user, I was interested in understanding if the use of a more “naturalistic” way of interaction (i.e., with a Tracking System able to acquire at any time the movements and position of the subject, who could physically turn right or left in order to turn right or left in the environment, without using the joystick commands “left/right”, but only pressing “forward” after turning left or right with his/her body) could have been helping in reducing SS symptoms as well as improving the performance to the task. In the section I address these hypotheses, discussing the obtained results and offering ideas to improve such a possibility of interaction.
2.2. Visualization Systems used in this project

In the previous chapter I made a general distinction between the different technologies commonly used as Visualization Systems (VSs) for reproducing Virtual Environments (VEs). In the VDTC Fraunhofer IFF a huge number of machineries and technologies are available, but the ones that have been employed for this scientific work were the following four (see Fig. 11):

1) The CAVE (see Fig. 11a): is a cube where floor, front, left and right walls show projections of a coherent image. It allows stereoscopy by means of special 3D-glasses for passive stereo view on which some receivers (see Fig. 12) for the 6 infrared (IR) cameras, which in turn are placed on the top of the structure, allow the tracking system to record at any time the position of the user, and especially the direction of the gaze, in order to “adapt” the shown image to look “like if he/she was...
really looking at that object”. For example it would be possible to appreciate the posterior side of an object presented as very close to the subject by just leaning forward and turning the head as if one was “looking behind” the object. The whole system is composed by a total of 8 PCs running at the same time, controlled by a master PC.

2) The Elbe Dom (ED; see Fig. 11b, internal view, and 13, external view): this huge semi-immersive VS is a quasi-cylindrical perforated wall, 16 meters in diameter and 6.5 meters high. The entire screen is aluminum and spans a surface area of approximately 330 m$^2$.

A PC cluster consisting of 7 high-end PCs is used for image generation. Each PC is responsible for generating the image for one projector.

The seventh PC supplies the geometry and kinematics data for the other nodes and synchronizes them. The result is an extremely realistic high-quality image presented in a 1:1 dimension.

The diameter of the lower portion of the screen is slightly constricted (see Fig. 14) to create the illusion of ground projection since users look at the screen from a circular platform in the center of the setup. Also here tracking is allowed by means of 12 infrared (IR) cameras and a tracking cap/collar with three passive IR markers.
3) Engineering Workstation (EW; see Fig. 11c): it looks like a huge pc-screen where a binocular disparity-image is projected from two parallel beamers standing behind the screen. It allows the view of tridimensional objects with 3D-glasses, and it also has a small tracking system of 1 camera situated on the top of the screen, in front of the subject, to be paired with the receiver-glasses described for the CAVE (see Fig. 11a). It can be used also like a normal PC with extraordinary dimensions of the screen without stereoscopy.

4) Obviously, also normal Personal Computers (PC) were available (see Fig. 11d). As already underlined in the previous chapters, this is the most used technology in research (known as “desktop VR”), because it is present in every lab, does not cost a lot, programs for 3D Environments creation and representation can be accessed easier and in case of laptops, they are also portable. In two of my experiments I compare the performances obtained within PC and the other VSSs.

In particular, all the 4 VSSs have been employed only in the preliminary experiment. In the following experimentation EW has been used (Experiments 1, 2 and 3) and ED (Experiments 4 and 5) have be used.

All these technologies rely on a special VR programming tool developed from (and for) the Fraunhofer IFF, called “VR Author”, visualized with OpenSG, which works on C++ programming language, and requires a Windows operative system. By means of this program, virtual worlds can be created, and with the addition of patches and special programming tools, it is possible to add, for example, physics and gravity, the binding with the tracking system, dynamic shadows, points of references and so on. All the VEs used in this work have been created with the “VR Author” program.
2.3. Spatial processing: Evaluation of distances in VR

Human spatial behavior, and in particular the production of goal-directed actions in the space, such as spatial navigation, wayfinding, and so on) depend on a correct perception of distances (Carey et al. 1998). Research concerning the depth perception and judgments of distances in the real world is well documented since the mid-twentieth century (Gilinsky 1951; Loomis et al. 1996), but since the 90s the use of Virtual Environments (VEs) in research on spatial cognition started to require the same investigation in the new artificial environments, to evaluate if the cognitive system relies on the same basic processes of distances and depth perception in the same way, or in a similar way, of the natural ones. As pictured in the introduction of this chapter, a correct perception of the distances in an environment is a basic process for spatial perception and representation of that environment. Without knowing if people are able to perceive, process and use the correct information of the relative distances between objects, or between the objects and the perceiver, we will not know exactly if they have a similar mental picture of it. In other words, if we are not sure about what happens at the level of lower processes (visual perception), we cannot be sure that the higher-level processes observed in some comparative or behavioral studies within VEs are coherent with a cognitive model functioning that we use for explaining processes in Real Environments (REs). Theoretically, we could not make any inference about subject’s performances in a navigational task in a VE if we do not have a previous knowledge of how the people process the visual information and then use it to build a mental representation of VEs in general.

To clarify this point, some work has been done in cognitive psychology field since the very beginning. For example, Waller and Richardson (2008) performed a review of 14 independent studies investigating distance estimation in immersive virtual environments (Durgin et al., 2005; Henry & Furness, 1993; Interrante, Anderson, & Ries, 2006; Knapp, 1999; Messing & Durgin, 2005; Mohler, Creem-Regehr, & Thompson, 2006; Plumert, Kearney, Cremer, & Recker, 2005; Richardson & Waller, 2005; Sahm, Creem-Regehr, Thompson, & Willemsen, 2005; Sinai, Krebs, Darken, Rowland, & McCarley, 1999; Thompson et al., 2004; Willemsen & Gooch, 2002; Witmer & Sadowski, 1998; Witmer & Kline, 1998), showing that, across this literature, users’ estimates of distances in immersive VEs are, on average, only 71% ± 8.2 (for a 95% confidence interval) of the modeled distance. The authors underline that this tendency to underestimate in iVEs is
quite remarkable, since it is established that distance estimates in natural environments (not mediated by computer interfaces) under comparable viewing conditions show an average 99.9% ± 2.8 (for a 95% confidence interval, estimated from another review by Loomis & Knapp, 2003).

It is now clear that systematic errors of distance compression when acting in the virtual space, occurred disregarding the modality of distances estimates: verbal reports (Loomis et al. 1996), blind-walking (Witmer and Sadowski 1998), and even throwing to targets on the ground plane (Sahm et al. 2005). In the attempt to explain this bias in behavior, scholars examined technical aspects of VEs such as, for example, the limited field of view, eventual problems with binocular stereoscopy in HMDs, or addressing the quality of computer graphics and HMD mechanics themselves (Knapp and Loomis 2004; Thompson et al. 2004; Bingham et al. 2001; William et al. 2001; Creem-Regehr et al. 2005). Some studies showed the usefulness of feedback in learning how to perceive distances (Richardson & Waller, 2005; Mohler et al. 2006), finding that, actually, there is a strong improvement in perceived distances after learning the internal set of measurement a of a VS. Anyway, there is still no agreement on the reasons of this bias or on how it is possible to avoid it in general.

In the following section 2.3, I’ll discuss about the same problems (compression of distances, iVEs and stereoscopy) I have also encountered in my experiments.

For my research purposes and in order to build the paradigms of my experiments, I performed a review of literature on VR and cognitive psychology, and I collected some basic information, which I’ll discuss briefly here in order to make the following content more clearly understandable and methodologically solid.

In Psychology there is a distinction between different sections of the space, considering the perceiver’s body and space of action. As known from some studies (Cutting 1997; Cutting and Vishton 1995; Previc 1998; William et al. 2001), the tridimensional space surrounding our bodies can be divided, in fact, in three spaces: the peripersonal space refers to the space that can be reached by our hands, generally distances up to 1.5 m. Distances beyond 1.5 m and 30 m are classified as extrapersonal (or “action”) space, where the subject can move and touch objects around himself, interacting with the environment, while the objects situated more than 30 m far are considered as in the vista space (or background). This means that, according to the purposes of the perceiver, some objects could be considered differently according to the portion of space where they lie in. Another important distinction in psychology of spatial cognition is the one existing between egocentric and allocentric (or exocentric) spatial relationships: in literature, scholars refer to egocentric estimations of distances when the requested measure is the perceived
distance between the observer and an object, while the allocentric (or exocentric) distance is the judgment about the relative distance of two objects, external to the perceiving subject (Paillard 1991; Pani & Dupree 1994; Klatzky, 1997; Zaehle et al., 2007). In egocentric frames of reference the organism is at the centre of the surrounding space, and this means that mental spatial representations are stored in memory accordingly to the perspective under which the spatial information has been collected, while allocentric frame of reference are independent of body’s position, and allow derived mental representations to be centered on objects or environmental features (Iachini & Ruggiero, 2006).

Most of the experiments performed on evaluation of distances in VR in literature are focused on egocentric distances (Sinai et al., 1999; Willemsen & Gooch, 2002), which induced the subject to define the distance between the objects and him/herself. This is actually very important to investigate, since most of the studies about navigation and spatial memory discussed briefly in the previous section usually require a correct perception of the objects as the subject perceives them, and the optic flow is also centered on the first-view perspective (route navigation). But a mental representation of an environment, as we saw before, does not only rely on the subjective perspective, since the human vision system needs also to make judgments on relative distances of other objects. Without this ability, we could not understand if we are able to pass through a door or a narrow corridor, or between a chair and a table, or if some objects are close enough to be reached with the same action (for example, grasping). Moreover, other processes, like spatial memory or spatial learning, are strictly related to a correct knowledge of both allocentric and egocentric distances of an environment.

In the present study, the egocentric distances were directly confronted with the ability of the subjects to discriminate the distances between external objects, which obliged the subjects to reflect on the spatial relationships of all the objects present in the observed scenario. For this reason the questionnaires built for our experiments contained both questions about the distances of some objects from the subject (egocentric) and questions which asked for estimates of distances from objects to other objects (allocentric) in the presented scenarios.

Another issue, discussed for example by Ärmbrüster et al. 2008, is the difference between closed scenarios (which show an “inside” environment, as for example a room or a house) and open ones (showing the “outside”, that is, a naturalistic scenario, or the representation of a city or a fabric, and so on), finding that, even if the difference was not significant, there were less underestimations in the open environments with respect to the closed ones.
For the purposes of our project, another aim was to test this finding in relation to another fact: the presence or absence of stereoscopy, assuming that the simulation of the binocular disparity would have been more evident in a closed environment. Moreover, Ärmbrüster et al. 2008 assumed in their work that a single-object presentation would avoid confounding effects for the subjects. To verify if such an effect took place, they evaluated the subject’s answers with a growing number of objects surrounding the target, and actually, they found no “crowding” effects, so they proved that to present one or 10 objects at the same time was not confounding enough to change significantly the answers to the questions. Following these authors, and aiming to use the most ecological setting possible, I decided to set up two realistic (enriched) environments for the “evaluation of distances” scenarios, one showing a room inside a house and another one showing a garden and a naturalistic panorama on the background with a certain number of objects, in order to be able to ask the subjects judgments about the ego- and allocentric distances between these objects (see fig. 15).

For the following studies about evaluation of distances (Experiment 1, 2 and 3, paragraph 4.3.2, 4.3.3 and 4.3.4) we used these two artificial environments, with 4 different configurations of objects for the randomization of the conditions, to evaluate different effects of spatial knowledge in VEs.
Moreover, as a cognitive style measure, we wanted to evaluate if the spontaneous perceived rhythm could be significantly related to subject’s performances on spatial tasks. Providing some evidence of a distinct modality of processing of the visual scene, Olivetti Belardinelli (1974; 1978 and 1993) showed that subjects with a spontaneous rhythm based on a binary partition process the information according to the signal features (automatic processing, supported by the dominant binary occidental culture), are faster but make more errors because their focus is more on the requirements than on the structure of the problem or of the visual scene. On the other hand, ternary subjects (structural, non-automatic processing) tend to focus their attention on the structure of a situation more than on the demand of a task, because they are not supported by cultural cues, being forced to actively look for a non specie-specific structure and this takes time and makes their answers slower, but more precise and not tied to elaboration processing errors.

2.3.1. Preliminary study: Distances evaluation in different visualization systems.

Background and motivation of the study

Basing on the existing studies in literature on the argument of distances perception, the aim of this preliminary study was to understand if there are some relevant differences amongst the different Visualization Systems (VSs) due to their different technical features. In fact, the most of the studies on this argument are performed with Head Mounted Displays (HMDs), and show a typical compression of perceived distances, but it could be actually possible that HMDs does not represent the best way to display a virtual scenario where a person is supposed to navigate or interact, or maybe it has to be improved in order to display open spaces.

As a preliminary study I decided to use some simple, geometrical objects, to avoid confounding effects or biases that could have affected the perception of distances and relative estimates of the subject. As Ärmbrüster et al. (2008) showed in their results, there are no effects due to overcrowding of objects on the scene, so I built a scenario where 7 cubes were present at one time. The cubes where differentiated by color but not by dimensions, in order to give the possibility to calculate the possible distance by actually
observing the pictorial cues and perceived dimension. To avoid learning effects during the different conditions, we created 4 different configurations of cubes: 1, 2, 3 and 4, each with a different position (that is, different x and y coordinates but the same rotation degree on the z plane) in the space and even different distances (to have an idea of the different settings and configurations, see fig. 16). In the beginning of the experiment, the subjects were told that the cubes’ side was 1 cm, independently from the VS they were experiencing.

Fig. 16: the 4 configurations of the scenario

Then, a series of 21 questions (7 egocentric, 7 allocentric and 7 “control” questions of simple judgments, that is, non-numeric estimates) were asked the subjects, like for example: “How far do you think the black cube is from you?” (egocentric question) or “How distant do you think that the blue cube is from the yellow one?” (allocentric question). In addition, as a “control”, I asked in every condition 7 additional “non metric” questions, that did not require the subjects to give a numeric estimate, but just a judgment of proximity (for example: “Is the distance between the red and black cube half of the distance that there is between the white and the green?”). In this way, I could have a measure of how people perceived the scenario independently from their ability to give numerical estimates of distances. This was repeated for a total of 4 times, one for every VS, in order to make the VS variable a within subjects variable and observe the differences of performances of the same subject through the 4 VSs. My aim was to evaluate if subject’s
estimation of distances are 1) congruent with the actual object’s distances as defined in the absolute coordinates in the 3D program, 2) congruent with the finding, in literature, of the different estimates of distances considering ego- and allocentric measures, 3) qualitatively and quantitatively different according to the visualization system by which the 3D VE is represented, which are: CAVE (CV), Elbedom (ED), Engineering Workstation (EW) and a Personal Computer (PC).

**Hypotheses**

The hypotheses of this preliminary study were basically, according to what found in literature, that:

a) VEs scenarios, especially when visualized in immersive Visualization Systems (iVSs) produce a compression of distances.

b) Nevertheless, stereoscopy should help perception of depth in VEs, as it is offering a tridimensional perspective of the objects, being based on the same psychophysiological processes of normal binocular vision.

If these hypotheses were true, then this kind of results were expected:

a) The perceived estimated distances in the virtual scenarios would have not been congruent with the actual object’s distances.

b) General underestimations are expected in ED and CV, since they are the most immersive systems.

c) In VSs where stereoscopy is available, less error should occur with respect to ED and PC.

**Methodology**

**Subjects:** 15 male subjects answered the 21 questions about distances of 7 cubes for 4 times (one in each of the 4 VSs), randomizing either the order of questions and of VS presentation sequence.

**Tests used:** 4 questionnaires for evaluation of distances (one for each VE); virtual scenario with 4 different configurations of 7 cubes.

**Statistical analysis:** Because an error of 10 cm in a distance of 40 cm is not worth the same as in a distance of 250 cm, for example, I calculated for each estimate a scaled error, considering the total real distance and dividing the error for this value. So, the dependent
variable that I used for the analysis was the average optimized error of estimated values for each condition, calculated with the formula (Graham, Joshi, Pizlo, 2000):

\[
\frac{\text{Subject’s Estimated Distance} - \text{Correct Distance}}{\text{Correct Distance}}
\]

On these new data, repeated measures ANOVA was performed considering two Measures (“absolute” and “with sign”), and consisted in the 2 versions of the dataset collected in my experiment:

a) the absolute average values of the errors committed by the subjects in every VS and

b) the mean values with the sign (plus or minus) which showed the direction of the errors (over- or underestimations).

For both of the Measures a 2x4 analysis was performed, where the first factor was represented by the allocentric/egocentric questions (“alloego”, 2 levels) and the second factor was the one representing the 4 Visualization Systems (“vissys”, 4 levels: ED, EW, CV and PC). Both the factors were within subjects. No between subjects variable was considerable in these analysis. For the post-hoc analysis and main effects comparisons, a Bonferroni correction method was used.

From the 7 “control” questions about proximity judgments I derived other 4 variables, each for one of the VSs: ED, EW, CV and PC (the variables were therefore named “control_ED”, “control_EW”, “control_CV” and “control_PC”), which have been analyzed as covariates in the Repeated Measures analysis.

In my analysis, as also all the following experiment data analysis in my research, significance levels are considered for every p<0.05, and in addition, also partial eta-squared values are taken into account, in case of the presence of interesting almost-significant results, as some authors suggest (Pierce, 2004).

**Results and discussion**

The results of this preliminary investigation are differentiated according to the set of data I used:
a) The dataset considering the **absolute quantity of errors** (Measure “absolute”) showed a significant effect of “alloego” variable \((p<0.05; F(1,14)=5.195; \text{eta-sq: } .271)\), and the results of the analysis show that egocentric estimates caused the highest number of errors if compared to allocentric ones (see Fig. 17).

The interaction between the “alloego” factor and the “vissys” is also significant \((p<0.05; F(3,42)=3.443; \text{eta-sq: } .197; \text{see Fig. 18})\), and it shows that EW and CV are the VSs that register the bigger quantity of misperceived distances respectively in the egocentric and allocentric measures. Post-hoc analysis showed that for the absolute values analysis, only “EW” VS is significant for \(p<0.05\), and CV is almost-significant for pairwise comparisons with “egoallo”.

Contrarily, the ED looks to be the VS that yield the less quantity of errors in both the modalities, but since it’s not significant, we cannot say it is a result, but a tendency. From these first results we can at least say that egocentric distances estimates produce more errors than allocentric ones (consistently with literature; see Iachini & Ruggiero, 2008 for example). Interestingly, the VSs with stereoscopy produce the higher quantity of errors, suggesting that stereoscopy is an interesting issue to investigate more deeply in the future.
b) Repeated measures ANOVA on the mean values of errors with the sign (Measure “sign”) shows basically the same results as the previous measure, but gives us more information about the direction of the errors, in terms of over- and underestimations of distances. So, also here “egoallo” variable is significant (p<0.05; F(1,14)=5,770; eta-sq: .292), in particular there are underestimations in the allocentric questions.

Differently from the results obtained with the other Measure, this time the variable “vissys” effect is significant (p<0.05; F(3,42)=3,139; eta-sq: .183; as shown in Fig. 19), but the interaction “alloego * vissys” is not. This could mean that the VSs are different to a high extent, and this difference is better visible considering the direction of estimates errors than the absolute quantity of errors: in the ED, for example, there is a clear tendency to underestimate, while it does not happen so clearly in the other VSs. Moreover, this effect is not significant when it is considered in interaction with the “alloego” variable, which could simply mean that the effect previously observed about egocentric distances yielding more errors than allocentric (and here we learn that they are overestimations), is not necessarily linked to the environment, even if it is pretty clear from the results that the only place where it happens is the ED. This environment does not allow stereoscopy, so again a deeper investigation of the topic is suggested. A possible explanation is that, probably, the stereoscopy conditions generate more errors because of too much artificial information that appears quite unnatural without cues like shadows and therefore it brought misleading information to the visual system. In fact, with post-hoc pairwise comparisons, the only significant interactions were between ED and EW.

Besides ANOVAs, also a distribution of frequencies analysis has been performed on the four VSs in order to see the distribution of the errors for each of the 4 conditions (Fig. 21). As
the images show, in the ED we have the highest number of underestimations, while in the CAVE there are quite a large number of mistakes even in the other direction (overestimates), making standard deviation values higher.

![Fig. 21: frequencies of errors according to every VS. The y axis indicates the number of times a certain “wrong quantity estimated” was given, which are in turn expressed in the ordinate axis.](image)

**Conclusions**

The results support the hypotheses only partially. In fact, we obtained that a) the perceived estimated distances are not congruent with the actual object’s distances, and in particular, b) underestimations were expected in ED and CAVE, since they are the most immersive systems, but we found it true for the ED, not for the CAVE; c) in VSs where stereoscopy is available, although less errors were expected with respect to ED and PC, actually the opposite situation was observed, in fact in ED and PC less errors were registered, and the EW and CAVE were the VSs with the highest rate of errors in estimates. Probably, the unexpected results of higher underestimations in ED (but not in the CAVE), could be explained in the frame of the results obtained with stereoscopy, which seem to induce more errors than regular 3D scenarios: in the CAVE, stereoscopy is available, and this could have represented an important difference with respect to the ED, accounting for our results of underestimations only in the ED but not in the CAVE.
Considering the results of this pilot study, I got some interesting information about my future work and the following experiments that I wanted to perform.

First of all, a deeper investigation on stereoscopy is needed in order to understand if it actually helps or not the perception of distances. Moreover, as observed by the subjects themselves while performing the tasks, some ordinary objects from everyday life like bottles, tables, chairs, lamps, etc, (and not geometrical objects) should be used, in order to make the scenario look more “ecologically” natural. In the virtual scenario, shadows should also be used, because they are an important perceptual cue, useful to determine the positioning of the objects on the frontal plan. Finally, it emerged that a different way of measuring distances, not involving metrical answers, could give different results in such a task, as I could notice from the “control” questions. For all the following studies I decided to use an equal number of male and female subjects in order to evaluate gender effects in spatial cognition in VEs. All these clues have been taken into account for the planning of the main experiments of my research.
2.3.2. Experiment 1: Is stereoscopy in VEs really helpful for a correct depth perception?

Background and motivation of the experiment.

As we saw in the previous Chapter 3, the possibility to learn in a VE promoted the use of Virtual Trainings (VTs) instead of the real ones, because they’re less expensive, not affected to biases or human mistakes, not subject to changes and different conditions in the real world, they provide complete control on the argument and actions to-be-trained and most of all they’re safe, as any wrong action of the learner does not have any consequence in the real world. Thanks to these features, successful VTs have been already developed for the training of pilots (Lintern et al. 1990), drivers (Mahoney 1997), divers (Fröhlich 1997), parachutists (Hue et al. 1997), fire-fighters (Bliss et al. 1997), console operators (Regian et al. 1992), surgeons and other medical staff (Aggarwal et al. 2006; for a systematic review, see Sutherland et al. 2006; for an historical review, see Satava2008).

Usually, visual cues of 3D images in VEs and VTs are provided by means of stereoscopic 3D displays which deliver the projected images separately to each eye and require the viewer to wear polarized or shutter glasses for active view, or 3D glasses for passive view. These systems render the tridimensional environment from one single viewpoint, thus making any viewer movement in front of the screen quite unnatural (which means that even static objects rotate a bit with a lateral head motion; for this and other problems related to stereoscopy, see for example, Oddsson et al. 2007). That is why, where it is possible, VSs like CAVEs, for example, allow the use of a Tracking System (TS) which is directly related to the subject’s head position (by means of infrared receivers built on the stereoscopic glasses) and changes the displayed image’s perspective showing the represented object as it would look like if the person assumed this position of the head in the real life; for example, it would be possible to “look behind an object” just going a bit forward and rotating the head in a natural way.

The claimed utility of VEs, especially in the listed kind of trainings, where the correct perception of space and depth are crucial, increases with the likelihood of spatial judgments in the real world, so the question of how the perception of artificial binocular disparity works inside artificial VEs should be answered through careful investigation in VR scenarios before using them as tools for trainings or scientific evaluations and research (Saracini et al., 2009).
In my preliminary study I was interested in verifying if the different VSs had technical features which could differentiate subject’s answers, and I found that, even in such easy and simple scenarios, compression of distances actually takes place, especially in the Elbe Dom. Another fact that I could observe from the analysis of “absolute” averaged errors was that in the CAVE subjects made quite a high number of errors, while actually this feature was thought to yield better performances. Therefore, I explained this result with a possible “unnatural” effect of stereoscopy in that VS, which could have represented an obstacle, instead than an help with respect to the other VSs. In order to evaluate this evidence of stereoscopy in a more “ecologic” and comprehensive condition, I planned the following experiment.

In the setting described in section 2.3 (see fig. 15) of a room inside a house and its garden, I was therefore asking the subjects 16 questions about ego- and allocentric distances of the 6 objects in 4 different conditions: a closed/open environment and with/without stereoscopy. The sequence of the presentation of these combined features was randomized to avoid habituation effects or biases related to the binding of in/out scenario and stereoscopy presence.

The VS that I used was not the CAVE, which allows only stereoscopy, but the EW, because I could use the same screen for presenting the scenarios in both conditions, with and without stereoscopy, and thus made a direct confrontation of the two conditions within subjects. If I did on the EW and a PC, I could have obtained biased data due to the different dimensions of the screen; using the same screen and only changing the modality of presentation, prevented me to collect biased data from the beginning.

In order to place of the objects, I relied on the distinction, discussed in the beginning of this chapter (see paragraph 4.1), between peripersonal and extrapersonal space.

Basing on this knowledge, and following Armbrüster et al. (2008), the objects have been placed at 6 different distances:

- 3 peripersonal: 40 cm, 75 cm and 100 cm
- 3 extrapersonal: 200, 350 cm and 500 cm

Before starting everyone the 2 conditions with stereoscopy, the subject was asked to set the personal values of doubled-image (binocular stereo-image) distance in order to correctly perceive the tridimensionality given by the stereoscopy. In fact, every person has a different ocular divergence value and needs different distances between the doubled 2 images projected by the beamers in order to correctly perceive them as one.
Hypotheses

Following what found in the preliminary study, the hypotheses were different, as it was clear that stereoscopy does not help in performing correct distance estimates in VEs, in particular it was thought that:

a) Artificial binocular disparity (stereoscopy) doesn't represent correctly depth in VEs, so guessing precise metric distances is more difficult and performances are worse than with normal pictorial 3D.

b) Interpretation of artificial secondary cue information is mediated by individual differences, as for example gender and cognitive styles.

If these hypotheses are true, and also following what suggested in literature about gender differences in evaluation of distances and perceptual styles of people with different spontaneous rhythm, then these results were expected to be found:

a) More errors in the stereoscopy conditions.

b) Women have general worse performances with respect to men.

c) Ternary subjects make fewer errors than binaries

Methodology

Subjects: 20 subjects (10 males, 10 females) answered 12 questions (6 ego- and 6 allocentric distances) for a total of 4 times (one for every combination of the variables “in/out” and “stereo/no stereo”). In this way I could have performed the analysis with the independent variables within subjects, without using “group” as a between subject variable.

Tests: 4 questionnaires for evaluation of distances (to be randomized within the different 2x2 conditions); “in/out” virtual scenario for EW with and without stereoscopy with 4 different objects configurations; computerized version of perceived rhythm (for the evaluation of binary/ternary cognitive style).

Statistical analysis: as described in the preliminary study (Paragraph 4.3.1), the dependent variable that I used for the analyses, was the average optimized error of estimated values for every condition, calculated with the formula (Graham, Joshi, Pizlo, 2000):

\[
\text{Subject’s Estimated Distance - Correct Distance} \\
\text{Correct Distance}
\]
Similarly to the preliminary study, also here two different datasets have been considered for repeated measures ANOVA’s factors: absolute values and with sign. Differently from the other analysis, in this experiment we first observed the means of absolute values in order to get a measure of the general distribution of errors in the different conditions and between the subjects, and then we performed the measures on the dataset with sign, but considering this time all the answers to the questions (6x2; 6 questions for egocentric estimates and 6 for allocentric ones).

The design of the two sets of analysis was, therefore:

a) For the **absolute mean** values of errors, repeated measures ANOVA 2x2x2 (stereo/nonstereo; in/out; ego/allo) on the between subjects variables of SEX and RHYTHM.

b) For the **all-questions errors with sign**, repeated measures ANOVA 2x2x2x6 (stereo/nonstereo, in/out; ego/allo; question1, question2,[…], question6) on the between subjects variables of SEX and RHYTHM.

For the post-hoc analysis and main effects comparisons, a Bonferroni correction method was used.

**Results and discussion**

a) Within subjects significant main effects using the **absolute means** dataset have been found on “stereoscopy” (p<0,05; F(1,16)=5,155; part.eta-sq: ,244), indicating that a bigger quantity of errors were committed in the “stereoscopy” condition.

From the graphic in Fig. 22 is in fact possible to notice how stereoscopy, when visualized on a desktop interface, does not make it easier to understand distances in Virtual scenarios, although it was thought to be a facilitation, since it is based on a natural way of working of the visual system, that is, by means of binocular disparity.

On the Fig. 23, another result is represented, that is the interaction “stereo * inout * egoallo” (p<0,05 (F(1,16)=6,359), part.eta-sq: ,284). This gives an interesting hint on how subjects differentiate in ego- and allocentric estimates according to the condition of the scenario (if it is inside the house or outside in the garden), finding that with stereoscopy
there is more difference between ego and allocentric distances (following the already found scheme of more errors for egocentric questions with respect to allo) inside the house, while without stereoscopy there is more difference between ego and allo in the “outside” scenario; the post-hoc analysis showed that, in particular, there is an almost-significant effect of stereoscopy in the “inside” scenario in the egocentric estimates (p>0,05, but part.eta-sq: .218), while in the “outside” scenario the stereoscopy effect is in the allocentric distances (p>0,05, but part.eta-sq: .190). Interestingly, there is a significant effect in the “inside” scenario with stereoscopy of the egoallo variable (p<0,05 (F(1,16)=8,658), part.eta-sq: .351), and this is somehow in line with literature where egocentric estimates are more difficult, even with stereoscopy. Anyway, as it is possible to see, without stereoscopy the level of mistakes is always lower than with stereoscopy.

In this interaction between the within subjects variable “egoallo” and the between subjects variable “RHYTHM” (p<0,005 (F(1,16)=11,485), part. eta-sq: .418), it is possible to notice how the subjects differentiate in egocentric and allocentric estimates according to their cognitive style, in particular according to their spontaneous perceptual rhythm (binary or ternary, as...
explained in the introduction to the experimental paragraph). This could mean that egocentric distances are structurally more complicated to process, as we can notice that only the ternaries have bigger problems in this kind of distances, while for the binaries there is not a strong difference; in fact, the post-hoc analysis performed on this interaction showed that only for ternaries subjects significant levels are reached for the egoallo variable (Ternary: \( p<0.005 \) \( F(1,16)=13.403 \), part.eta-sq: \( 0.456 \)). Probably it happens because the subjects were in front of the screen and their head movements were simulated by the rotation of the mouse: the subject could look around in the room, but not actually with his/her head, so they had to estimate the distances by observing a “fake” view, which required the ternaries to “refresh” the structure of the visual scene. For the binaries it was not such a big problem, because they only had to register the stimulus’s features and compare the distances, while for the ternaries the comparison was between a fake point of reference out of their bodies, and this could have been compromising their ability to make correct estimates, while in the allocentric situation they did not have any problem because the task was to confront directly external objects, which were equally represented on the screen (object-centered point of reference).

b) Analyzing all the questions and keeping trace of the sign of the over- or underestimations, I obtained also interesting results. First of all, even if in these results the “stereoscopy” variable was not significant (\( p>0.05 \), but part. eta-sq: \( 0.193 \)), it had nevertheless a quite good partial eta-squared rate, which suggests that, increasing the number of subjects for every condition, also the significance should increase.

In Fig. 25 is possible to see that, even performing this analysis, the same results of general better performances (that is, fewer errors) without stereoscopy is obtained. The fact that it is not significant, probably because the dataset with sign is a “difficult” one, but has a good eta-squared value, allow us to say that anyway, the tendency observed with the other analysis is highly probable.

A first main effect is on the “questions” resulted significant \( p<0.001; F(1,12)=6.313; \) part.eta-sq: \( 0.345 \); see Fig. 26), and here it is possible to observe also another effect, discussed in paragraph 4.3 and related to the different “zones” in which the surrounding
space can be divided. In this case, peripersonal distances (questions 1, 2 and 3) yield more underestimations than extrapersonal ones (questions 4, 5 and 6). I consider the fact that no significant effect was found in an interaction between stereoscopy and questions as a sign that this kind of effect between peri- and extrapersonal distances is typical from VEs and it does not rely to the presence or absence of stereoscopy.

Fig. 26: Questions variable.

Some other significant within-subjects results were obtained with this analysis, but here I will discuss only the most interesting to the aim of a better understanding of the intimate reciprocal connections between the use of stereoscopy and gender differences in evaluation of distances. For example, the “Questions” variable looks to be strongly different between males and females, as it is possible to see in the Fig. 27:

Fig. 27: significant interaction between questions and SEX.
In this significant interaction \( p<0.05; F(5,60)=2,475; \) part.eta-sq: .171) it is showed how the peripersonal and extrapersonal distances differentiate according to the gender of the subjects: while females distribute more or less equally the errors in all the 6 questions, men show a tendency to overestimate in the extrapersonal distances, and for both males and females in the peripersonal distances the quantity of errors seem to diminish as the distance of the objects increases, with anyway more underestimations of women with respect to men.

Only one between subjects variable resulted significant, and it is the variable SEX \( p<0.05; F(1,12)= 5,714; \) part.eta-sq: .322; see Fig. 28). As it is possible to see in the picture, and consistently with what already found in literature, men commit fewer errors than women in “evaluation of distances” tasks. In particular, the direction of these evaluation errors goes to more underestimations for women with respect to men.

**Fig. 28:** Variable SEX is significant.

---

**Conclusions**

The results of this experiment proved the initial hypotheses only partially: a) the presence of stereoscopy did not actually help in having a precise estimate of metric ego and allocentric distances of objects, and b) women have worse performances than men, especially within the stereoscopy condition; finally, c) I found that actually binaries make average less errors than ternaries, but after a deeper evaluation of the results it is possible to notice that the higher quantity of errors is made by ternary subjects in the egocentric distances, probably due to a mismatch between the egocentric perspective in the VE and their actual position, but in the allocentric ones they score the same as the binaries. This may be due by intrinsic mechanisms of stereoscopic binocular presentation, which combined with the processing style of ternaries and binaries, responding respectively to the structure and to the signal, may find it easier to find the required information in the frontal plane with respect to the vertical plane (egocentric distances) in the case of the ternaries. According to this explanation, this could happen because the egocentric view in the VE was on a different frame of reference (on the screen) with respect to how it would look like in the real life (that is, subject-centered) and this could represent a problem for the ternary subjects, who do not find a match with the structural relationships between
the objects and themselves, but not for the binaries, who simply respond to the signal and judge the distances for what they observe on the screen.

If this explanation were true, a comparison between the performance of the ternaries in Virtual and Real Environments would show a smaller number of errors of the ternaries in the egocentric condition in RE, because the frame of reference in the RE would be the “usual” one, matching with the structure of the visual scene. That was a suggestion for a direct correlation of performances in VEs and REs, which in fact I implemented and I will discuss in the following section.

Anyway, the stereoscopy has been found to be not a good way of supporting a correct perception of distances in a virtual environment. This could be due to different reasons, first of all the “unnaturalness” of this “trick” that, as we discussed in chapter 3, has been invented to deceive the visual system by doubling the images and make every eye perceive a different one. So probably, it is the quality of images, or simply the depth is not enough well represented by means of this tool. Anyway, since some authors (for example, John, 2002; Rosahl et al., 2006) claim that stereoscopy allows more efficient trainings, it would be interesting to evaluate if the problems with stereoscopy are only when the subjects are obliged to give a metric answer, without providing them any feedback and not promoting learning of the internal set of coordinates of the VS. I will explore this issue in paragraph 2.3.4.
2.3.3. Experiment 2: Differences in distances estimates in Virtual and Real Environments.

Background and motivation of the experiment

A classical question in my previous discussions in this doctoral work was: “are the cognitive processes in a VE the same, or comparable, to the ones occurring in REs?”. In order to find an answer to this primary question, I tried to compare directly the performances at the same task in a VE and in a RE. The same paradigm used for the previous experiments was used, but this time I asked the subjects to perform distances estimates in the Engineering Workstation (EW) and in a Real Environment (RE; as a real setting, I used my office) with a certain number of objects.

In order to avoid learning effects, the distances of the objects in the RE were still in the same range of those used by Armbäär et al. (2008), but slightly different from the ones used in the VE (for a description of the objects’ positions, see paragraph 2.3.2):

- 3 peripersonal: 45 cm, 70 cm and 150 cm
- 3 extrapolonal: 300, 400 cm and 450 cm

Also in this case, the different configurations of objects were randomized between the subjects, but this time I used only the “inside” version of the scenario, to make it more directly comparable with the RE situation, which was in a closed room, and no stereoscopy was used, since in my preliminary study (see paragraph 2.3.1) I could see no improvement with the use of this feature in EW. Also in the RE, 4 different configurations of objects were used, randomized amongst the subjects.

To avoid biases related to the environment with which the subjects started, I also randomized the sequence between VE and RE, so that half of the subjects started with VE and other half with RE.

The same frame of reference from the literature described in the past paragraphs suggested us the main hypotheses for this work: first of all, the compression of distances in VEs with respect to a tendency to overestimate in REs (Loomis & Knapp, 2003; Waller & Richardson, 2008), but also the gender differences in performances within evaluation of distances paradigms (women make more metric estimates errors than men, Iachini et al.,
2008; in particular, more underestimations for females have been found; see Armbrüster et al., 2008). Considering these findings, we hypothesized that there is a qualitative difference in evaluation of distances according to the environment where the estimates are done: the fake 3D scenario of a VE make the spatial relationships between objects shorter than in a RE, causing the compression of distances observed also in literature. In particular this should be more relevant for females, who make generally more mistakes, so they should underestimate even more in VEs. Finally, if our explanation of the results of the first experiment (paragraph 2.3.2) were true, then the kind of spontaneous rhythm typical for every subject should modulate the processing of visuospatial information according to the signal or to the structure (respectively, binary or ternary rhythm); in particular, the egocentric distances, which require a complex shift in the frame of reference to understand the structure of the visual scene, should be more complicated to understand in VEs, because the vertical displacement on the screen requires an additional elaboration before simulating one’s head position in the scenario before re-processing the spatial information as if the head was really observing that scene. This is not required in REs, so ternary subjects, who showed a small impairment in evaluating egocentric distances, should make less mistakes in the same kind of distances in REs.

Hypotheses

According to the results of the previous experiments, but also considering what found in literature, the hypotheses were suggesting that:

a) In VEs distances and depth are not perceived in the same way as in REs.  
b) Nevertheless, individual differences (as for example gender or spontaneous rhythm) should take place even in VEs, since at higher levels they represent a general way of functioning of women and men regarding spatial processes.

Following the hypotheses, we expected the following results:

a) In VEs subjects will make more errors than in REs, especially there will be more underestimations because of a compression of distances.  
b) Women should show worse performances than men and more underestimations.  
c) Subjects with spontaneous ternary rhythm are expected to have better performances in egocentric distances in RE than in VE and make fewer mistakes than binaries.
**Methodology**

**Subjects:** 20 subjects (10 males, 10 females) gave 12 metric estimates of distances between the objects both in the VE and in the RE. Of these estimates, 6 were egocentric and 6 allocentric.

**Tests used:** 2 questionnaires for evaluation of distances (one for VEs and one for REs); “in” scenario for EW without stereoscoppy; computerized version of perceived rhythm (for the evaluation of binary/ternary cognitive style)

**Statistical analysis:** In the original data file, errors have been re-calculated according to the already described formula from Graham et al. (2000):

\[
\frac{\text{Subject’s Estimated Distance} - \text{Correct Distance}}{\text{Correct Distance}}
\]

After performing this equation on the original data, since I was interested in getting either a measure of how many errors are generated in every condition and a direction of the errors in terms of over- or underestimations, as well as the weight of all the answers of the subjects, three different datasets have been created:

a) One with the **means of the absolute values** for every subject both for ego- and allocentric questions in VE and RE.

b) Another with the **means of the values** including the **sign** (plus or minus) of the estimate.

On this basis, the data of a) and b) were collapsed on a single dataset, on which a repeated measures ANOVA was performed with 2 measures (“absolute” and “sign”) on a 2x2 factors design: the first dependent variable within subjects was “environm” (2 levels, VE/RE) and the second one regarded the kind of estimate that was to be given, “egoallo” (2 levels, ego/ allo). As independent variables were here used SEX (2 levels), RHYTHM (2 levels) and VE-RE (2 levels), this last indicating the sequence in which the subjects underwent the experiment, starting with the RE and then proceeding with the VE, or the other way around.

c) Additional analysis were performed on all the **answers** to all the questions in every condition in order to see if there were some other significant effects, that could have been lost by calculating only the means.
For the post-hoc analysis and main effects comparisons, a Bonferroni correction method was used.

**Results and discussion**

Results from the repeated measures ANOVA on the new dataset obtained by collapsing a) and b) (see above for a description) show significant effects mostly in the “sign” measure, so for a discussion it seems to be more interesting to start from this dataset: the two factors of “environm” (p<0.005; F(1,12)=15,185; eta-sq: .559; see Fig. 29) and “egoallo” (p<0.005; F(1,12)=13,519; eta-sq: .530; see Fig. 30) are both significant.

In the first main effect, data show that initial hypotheses are supported, also following what has been already found in literature, because it is clear that estimates in the VE are significantly worse than in the RE. This of course happens because of the sign, but the results on the absolute values that I’ll discuss later go in the same direction. Moreover, in VE there is a general tendency to underestimate distances, while in the RE the tendency is, on the opposite, to overestimate. The other main effect on “egoallo” (see Fig. 30) shows the tendency, already found in the other experiments, to underestimate more the egocentric distances, with respect to the allocentric ones.

![Fig. 29: the “environment” factor.](image)

![Fig. 30: the “egoallo” factor.](image)

Other significant results are the interaction between “environment * egoallo * SEX” (p<0.05; F(1,12)=5,487; eta-sq: .314; see Fig. 31) and “environment * egoallo * RHYTHM” (p<0.05; F(1,12)=7,652; eta-sq: .389; see Fig. 32), showing that not only these two factors are relevant in this task and differentiate between the two environments, but also that they have a significant interaction with two of the between subjects variables of SEX and RHYTHM. In particular, observing the graphics is possible to see that, first of all, in RE there are more overestimates, but only for men, while females sometimes underestimate,
especially in the egocentric estimates (see fig. 31). In the VE, females strongly underestimate, while men only underestimate the egocentric distances.

Fig. 31: the significant interaction between “environ*egoallo*SEX”.

Regarding the rhythm, differently from experiment 1, we have that binaries make more errors than ternaries in the VE, even though they all underestimate, and for ternaries
egocentric are still worse than allocentric answers. In RE the subjects with ternary spontaneous rhythm instead overestimate distances, especially the allocentric ones. In this case, our hypotheses about ternaries are supported by the results, in the measure of fewer mistakes in the egocentric than allocentric distances for ternaries in the RE. Anyway, binary subjects are behaving the opposite: they tend to make fewer mistakes in allocentric than egocentric distances in the VE, while they show more difficulties in the RE for the judging egocentric distances.

A result that is not significant, but could help for a better interpretation of the interaction between these variables, is the one observable in the fig. 33.

**Fig. 33:** the “environm” and “alloego” factors in interaction with the between subjects variables SEX and RHYTHM. The interaction is not significant.

In the graphic, is possible to observe that the males performing the overestimations (both in VE and RE) are the ternary ones, while in the RE, the binary females are the ones who overestimate.

Binary males look like setting their performances always around the same values (only underestimations), while the others oscillate a lot between large and minor underestimates.

The results on absolute values did not offer so many significances, maybe right because, in such an experiment, errors can only be explained by considering also the direction of the missed estimates. Anyway, the binding of the same variable (or interaction between
variables) considering the 2 respective measures (“absolute” and “sign” measures) can give some good insights on the quantity of errors and relative direction of these errors.

An interesting effect has been found in the sequence of environments to which the subjects were exposed during the experiment: half of the subjects started with the questions in the VE first, while the other half started with RE. This “randomization” was meant to avoid biases due to exposition to one or another environment first in the results, and in fact, performing analysis on this sequence as a between subjects variable (VE-RE), it is possible to notice that (see Fig. 35), when subjects started with the VE, they performed more errors than when they started with the RE. This difference is almost significant only for the dataset with absolute values (p>0.05, but eta-sq: .231), while the results on the data with sign are not significant, but observing the fig. 35 it is possible to notice how starting with RE first may lead to more underestimations, while the under- and overestimations in the case of VE-RE sequence are balanced enough to keep a lower level of underestimations, even though we can see from the absolute analysis that the absolute values of the error committed when starting with the VE are higher.

So, it looks like the sequence of the environments in which the subject has to give distance estimates first, somehow affects the judgments in the one that is presented for second: observing the results with both absolute (Fig. 34) and with sign (Fig. 35) datasets, we can see that in general subjects made more mistakes when they started with the VE, but in particular these mistakes (underestimations in VE) seem to be counterbalanced by overestimations in the RE (see Fig. 35), this could happen because subjects are required to answer the questions in the RE after trying to answer the same kind of questions in the VE, for which they had to previously “set” their mind on a different and completely new environment (making of course more mistakes), but when they repeat it in the RE they at least already know the task, and moreover it is performed in their acquainted and “known”
real world, so overestimations in the RE contrast the underestimations done in the VE. On the contrary, when they start with the RE (the spatial reference system of which should be already known, although the task itself is probably new, since few people are required to give precise metric estimates of distances between objects in everyday life), they could find it more difficult to get used to the new, perceptually compressed artificial environment after setting their mind to the metrics of the real world, and they tend to produce far more underestimations later in the VE, explaining the tendency of the result represented in the Fig. 35 (although it is not significant, due to a high standard deviation for individual differences), which is anyway a condition producing less mistakes than starting with VE.

Conclusions

As conclusions of this experiment, I could confirm the findings, showed in literature, that performances with distances estimates in VEs are generally worse than in REs, and that the direction of the errors is a general tendency to underestimation. In particular, I found that

a) In the VE subjects underestimate more than in RE, where instead there is typically a tendency to overestimate distances; b) women underestimate more than men, making in general also more mistakes than men.

c) Subjects with spontaneous ternary rhythm have better performances in egocentric distances in RE than in VE and make in general less mistakes than binaries, who very often underestimate more than ternaries, especially women.

It could be appreciated the intimate relationship between the performances and other cognitive aspects, as for example, the spontaneous rhythm and the interesting interaction of this feature with the gender of the subjects, showing that ternaries and binaries show different performances according to their gender, indicating that ternary subjects improve their performance when the characteristics of this style of analysis (analysis of the structure) matches with the most typical male profile, who has more geometrical and analytical abilities, while the best expression of women, who are known to have more a “global” approach, probably fit better with a binary profile, since they are used to answer to the signal more than the structure.

As many studies on spatial cognition, I also found a gender effect, showing that men are generally better than women in judging distances estimates, but this does not happen in all the conditions and by the way the differences are not so strong.

A final interesting effect was the one found on the sequence of presentation of the two environments, showing that the experience in one environment is directly influencing the
performance on the other. Going a bit further these results, an interesting idea would be to let subjects undergo a pre-training in the RE in order to make them familiar with the task in the real world. Starting with such a training, they should make fewer errors in the same task successively repeated in the VE. To avoid high quantity of underestimations, coming from a different “set of depth rules” in the VE, it would be necessary to repeat a brief training (with feedbacks) to the subjects also in the virtual scenario, in order to let them understand the new environment spatial rules and take confidence with the depth perception inside this new world. It is therefore probable that, after a “training” period in both the environments, the differences found in this experiment would be reduced, as also some other authors (Richardson & Waller, 2007) prove in their work, especially underlining the importance of given feedback (Richardson & Waller, 2005).

Anyway, although in REs people make mistakes in giving numeric measures about objects’ relationships, it is clear that they’re still able to move in a space and not only completely understand and represent a scenery, but also move inside it and perform actions and use objects correctly.

For this reason, an improvement to this paradigm could be the possibility to give distances estimates in a non metric way, that is, not asking for numeric measures, but only proximity judgments or confrontation amongst perceived distances. This could limit the difficulties of some subjects to give a numeric estimate and help us to evaluate the usefulness of VEs and VTs independently from this personal ability.

Therefore, two kind of works could be implemented in order to fulfill this gap: a) a paradigm where also non metric answers could be given for distances estimates in VEs and b) a learning task to measure learning curves, timings of learning and habituation by simply offering the subjects a feedback about their answer and suggesting the correct measure (as suggested in Richardson & Waller, 2005). In the following experiment 3 (see paragraph 2.3.4) I will try to implement the first paradigm.
2.3.4. Experiment 3: Metrical and non-metrical answers modality in a distance evaluation task in VEs.

Background and motivation of the experiment

As we stated before, Virtual Trainings (VTs) are commonly used in VR. It is also clear that there are biases in understanding the distances in VEs. Anyway, as we saw already in paragraph 1.3.2 of the first chapter, some authors still claim the effectiveness of VTs, stressing the fact that even in REs people commit mistakes in distances estimates, but they are nevertheless perfectly able to use objects, perform actions and navigate through environments pretty well. This perspective, which is based on a more ecologic view of spatial cognition investigation, still supports VEs as tools for successful trainings, which could be effective even if a compression of distances has been proved to take place.

Some of the already cited works (for example, Plumert et al., 2005; Sahmet al. 2005) showed how simple judgments or performed actions are generally more accurate than metric estimates, and this somehow supports the idea that people can build a mental representation of a scenario even without having consciousness of the metric relationships between the objects. In my preliminary study (see paragraph 2.3.1) I obtained as a result that the numeric judgments covariates with the estimates in different VSs, and suggested me that measuring non metric evaluations of distances was a good way of investigating the relationship between these 2 different modalities of processing and representing an environment.

In my third experiment, then, I directly compared subjects’ performances within the same environments by asking them to give 16 metric estimates of distances between objects and between the objects and the subjects, but also 16 non metric judgments about spatial relations in the same environments, randomizing the order of the metric and non metric questions in order to avoid learning effects or biases. Therefore, we used the same scenario used in experiment 1 (with and without stereoscopy, to see if in this case stereoscopy can help with the judgments) and we added a set of nonmetric questions about the reciprocal relationships between objects and randomized the order of the questions for every subject.
Hypotheses

The work hypotheses were based both on what found in literature (already discussed in the previous paragraphs) and the results of the previous experiments of this thesis. It is hypothesized that:

a) The metric modality for a distance estimates paradigm is in general more difficult than a nonmetric modality of answers. As also other studies show (Loomis et al. 1996; Witmer and Sadowski 1998, Sahmet al. 2005), either verbal or nonverbal reports of distances are easier if they do not require the subjects to quantify exactly how many centimeters the objects are distant from them or between each other.

b) Although stereoscopy seems to reduce the correct metric estimates, in the case of proximity judgments, it would help subjects’ spatial representation because it gives a more “realistic” view of represented objects. The point is that, even if not knowing the exact measure of distances and the metrics, stereoscopy helps understanding the reciprocal distances between objects by “emerging” from the screen more than a “normal” 3D visualization. In this situation, especially women should be facilitated, since it is known (Iachini et al., 2008) that they have generally worse performances with metrics and distances estimates.

Therefore, expected results of this experiment were:

a) In general people would have committed fewer errors in the non-metric modality.

b) Stereoscopic conditions would have lead to better performances, but only in the non-metric modality.

c) Females still have slightly worse performances than men.

d) Less differences between egocentric and allocentric distances were expected in the nonmetric modality considering the quantity of errors.

Methodology

Subjects: 20 subjects (10 males, 10 females) answered 16 metric questions about estimates and 16 non metric questions about spatial relationships judgments in the 4 different configurations as seen in Experiment 1 (see paragraph 2.3.2).

Tests: 4 questionnaires for evaluation of metric and nonmetric distances (to be randomized within the different 2x2 conditions); “in/out” virtual scenario for EW with and
without stereoscopy with 4 different objects configurations; computerized version of perceived rhythm (for the evaluation of binary/ternary cognitive style).

**Statistical analysis:** before performing analysis I changed the scale of the data collected in the metric modality in order to make it comparable with the nominal scale of the non metric answers, which was based on a yes/no (0, 1) answer modality. In order to do that, and similarly to Ärmbruster et al. (2008), I considered a cut-off of ±5 cm for the close distances (i.e. objects till 150 cm of distance, that means all those objects lying in the peripersonal space) and ±10 cm for the far objects (i.e. more than 150 cm, objects in the extrapersonal space) and then assigned 0 if they fell out of the cut-off or 1 if they were in the range.

Then I performed on the sum of all the correct answers for subject:

a) Repeated measure ANOVA with a 2x2x2x2 design factors (modality * stereo * inout * egoallo; each factor had 2 levels) and

b) Repeated measure ANOVA with 2 Measures (“stereo/no stereo”) on a 2 level factor (“modality”, 2 levels “metric/nonmetric”), collapsing the “inout” and the “egoallo” variable onto the averages according to their belonging to stereoscopic or non stereoscopic scenario. Between subjects variables were in both cases SEX and RHYTHM.

For the post-hoc analysis and main effects comparisons, a Bonferroni correction method was used.

**Results and discussion**

a) In the first set of ANOVAs, results indicated as significant factor the “modality” (p<0.005; F(1,15)=14,616; eta-sq: .493; see fig. 36). In particular it is possible to observe that the non metrical modality of distances evaluation allows far more positive results than the metric one, and this finding not only supports the hypotheses, but also indirectly gives some contribute to the use of VEs as training or learning environments, since in rare cases the trained people are requested to know the distances or the exact dimensions of objects and places but it is
important to prove that spatial relationships of VEs are nevertheless correctly understood.

The first interaction between modality and other dependent variables to result significant is the “modality *inout *RHYTHM” (p<0.05; F(1,15)=4,988; eta-sq: ,250; see above fig. 37). In this interesting interaction, it is possible to notice how, when the subject had to answer with a number, the quantity of correct answers vary according if it was an “inside” or “outside” scenario, but this is true mainly for binary subjects, who answered generally better in the “out” condition. Instead binaries obtain more correct results in the “in” condition when they answer in a nonmetric modality, in which they do even better then ternaries. These, on the other side, do not show to be much affected by “in” or “out” scenarios in the metric modality, but in the nonmetric answers they perform slightly better in the “out” scenario.

From the results I obtained other significant interactions between the variables, but the most interesting to discuss are, first of all, the one between “stereo *egoallo *RHYTHM” (p<0.05; F(1,15)=7,683; eta-sq: ,339) and the interaction between “modality *stereo *egoallo (p<0.05; F(1,15)= 4,757; eta-sq: ,241), shown in Figs. 38 and 39. In fact, in the first case we can observe the different behavior of binary and ternary subjects, which show the best performances both in the scenarios without stereoscopy, respectively in the ego- and in the allocentric measures. The egocentric estimates of the ternaries and the allocentric ones of the binaries in the condition without stereoscopy are instead the worse. In the other condition, with stereoscopy, the results are more distributed, and they follow
the same pattern: binaries give more correct answers than ternaries both in ego- and in allocentric estimates. Post-hoc analysis showed that, anyway, the stereoscopy presence or absence was significant (p<0.05; F(1,16)=4.567, eta-sq.: .222) only in the allocentric condition for ternary subjects, while the ego/allo difference is significant (p<0.05; F(1,16)=7.144; eta-sq: .309) only for ternaries in the absence of stereoscopy. The findings, together, confirm something peculiar for ternaries in processing spatial information with respect to the reference point.

Fig. 38: interaction between stereoscopy, ego/allo and RHYTHM.

Fig. 39: interaction between modality, stereoscopy and ego/allo. Post-hoc shows a big significant effect (all p<0.001) for the modality as compared with ego/allo and stereo variables.
In the other resulting interaction (see Fig. 39), we can have a more precise insight about the relation between stereoscopy and modality of answers according to ego- and allocentric distances. Here we can notice that in a non metrical way of evaluating distances, stereoscopy is actually helping a bit in giving correct answers, especially in judging the egocentric distances, which is something pretty interesting to prove, since most of VTs are built in a first-view perspective and professionals have usually to learn how to use machineries and interfaces, and a correct understanding of stereoscopic distances from the user point of view is a basic thing to assess in order to consider these trainings effective. In the metric modality of answers, instead, the data are more or less replicating what already found in the Experiment 1 about the use of stereoscopy in VEs (see paragraph 2.3.2), and this, as already discussed, could simply mean that in a VE it is more difficult to assign numeric (metric) values to perceived distances.

An almost-significant interaction “stereo “SEX” (p>0.05, but eta-sq: ,187; see fig. 40) suggested me to perform a deeper analysis only on stereoscopy in relation to the modality of answers, since, as we can see from the graphic, the subjects who commit the largest number of errors are the females, who are known to be generally a bit worse than males in spatial and distance estimations tasks. With the post-hoc analysis we could define that, in particular, in the stereo condition, the difference in performances from males and females is significant (p<0.05 (F(1,16)=5,027); eta-sp.: ,239).

b) Other proof of the discussed interpretation of stereoscopy in VEs comes from the second set of analysis, performed on stereoscopy alone in order to shed more light on this question.

In fact, differently from the Experiment 1 discussed in the section 4.3.2, with this modality of answers it looks like the results about stereoscopy are actually showing better performances in the stereoscopy condition when the modality of answering is non metric. The first significant effect with the repeated measures is the “modality” factor (p<0.001

Fig. 40: Non-significant effect of SEX on stereoscopy.
(F(1,18)=135,319), part.eta-sq: .883; see Fig. 41). In the picture on the left, is possible to see that, as hypothesized before, stereoscopy is actually improving performances in the non metric modality, while in the metric one, as already found, yields a smaller number of correct answers.

In picture on the right (Fig. 42), the between subject variable “SEX” resulted also significant (p<0,05 (F(1,18)=4,173), part.eta-sq: .329), but only in the “stereo” condition: as in the previous dataset analysis in section a), post-hocs show no significance of the variable in the conditions without stereoscopy; the result shows general better performances of males in the stereo condition with respect to women.

So, concluding, it is possible that the real support of stereoscopy is benefited only from men, while women do not find any help in estimating distances coming from stereoscopy. Their performance is almost comparable to men’s performance in the normal bidimensional 3D scenario, but it drops in the case of stereoscopy.

This suggest that a deeper study investigating the reasons why women do not find it useful, or maybe find unnatural, the use of stereoscopy, could be done in order to shed more light on this issue.

Besides the gender effect, anyway, the fact that the same kind of environment, only changing the modality of expressing the distances, allows the subjects to give an higher number of correct answers in presence of stereoscopy, proves that the environment itself is quite well perceived by the subjects, even if they do not know how to express the spatial relations of this environment with metric answers.

As I could notice in experiment 2 (paragraph 2.3.3), a sequence effect exists between VE and RE: if subjects start with the VE, they make more easily errors in numeric
estimates either in VE and in RE: the problem could be, in this case, that the subjects are not used to judge distances between objects in a precise way, neither in reality, but when they are asked to perform estimates in a VE, they find it difficult to “set” their mental metrics to the artificial environment, and this upsets all their measurement system, affecting also their estimates in the RE. On the other side, when they start from a real environment, they find it a bit simpler to express the distances in a known-world metric system, because they have more experience with it.

Conclusions

In experiment 1 about stereoscopy, I found no help in stereoscopic view for a better understanding of distances in VEs. With the present experiment, I confirmed this result, but only for the metric modality of answering to the questions. In particular, the results showed, with respect to the initial hypotheses, that a) fewer errors are generally committed in the non-metric modality; b) stereoscopy was helping in distances judgments with non metric estimates; c) females still have slightly worse performances than men, but an interesting finding shows that females in general perform worse with stereoscopy, while men perform better (either with and without stereoscopy); finally, d) I did not notice any significant difference between egocentric and allocentric, but if considered with other variables, egocentric distances still have the highest differences with and without stereoscopy both in metric and nonmetric modality. It is also interesting to notice that, in the nonmetric condition, more correct egocentric answers were given with the use of stereoscopy.

We can therefore conclude first of all that non metric judgments yield better performances than numeric estimates, indicating that the problem could not be in the VE itself, because the subjects have a good representation of the spatial relationships between the objects (allocentric distances) and the objects and themselves (egocentric distances). I explained these results with the fact that people have already “experience” of the real world, which instead is lacking in a novel VE. Most of the subjects never saw a 3D environment, and probably never experienced stereoscopy. This could suggests that, in order to improve people’s performances in understanding environments, a short familiarization period is necessary: in this way, giving them feedbacks and allowing them to navigate freely in an environment (Richardson & Waller, 2005 and 2007), the situation will be more similar to a real environment, and then it would be possible to replicate evaluation of distances tasks in order to investigate if, with more experience, also the perception of the actual distances is improved. Another finding is related to stereoscopy,
and it suggests that it is improving the performance of subjects, but it is appreciable only within a nonmetric paradigm of evaluation of distances. In general, studies on evaluation of distances in VEs are not suggested, but if they need to be performed, they should not use the stereoscopy, or at least not require the subjects to answer in a numeric way to estimations’ questions. Anyway, there is a strong gender effect that bears another set of interesting issues related to stereoscopy, and this suggests further investigation: the reason why women seem to be more impaired than men by the use of stereoscopy in virtual environments. This last issue, seem to me to be closely connected with another problem that I address further in this work, in section 4.4, when I present some other experiments which show an extreme sensibility of women to artificial optic flow in huge environments, which in some cases ended in the expression of Simulator Sickness’s symptoms. This may happen because some subjects seem to be more sensitive to the peripheral automatic visual processing which is used by our brain to build the representation of 3D space: in these subjects, when put in an “abnormal” situation, where the environment is proposing something that is, somehow, fake, there could be a stronger mismatch between what the visual system perceives and what the situation (artificially) is suggesting (in the case of stereoscopy, the existence of some depth or third dimension even where there is not, and in the case of simulator sickness, the presence of a movement which is not followed by changes in the proprioceptive information).
2.4. Spatial tasks in VEs: Navigation and Visuospatial Planning in VR

From a cognitive point of view, we know that spatial navigation involves the ability of finding our way (wayfinding) in an environment, making choices, recalling routes and/or creating strategies. Since wayfinding allows the selection of our path among several possible routes, to organize movements in order to perform actions and to achieve a goal, it should not be implemented as a process apart from our capacity to plan a route. Very little attention has been attributed to the question of which mechanisms, strategies and heuristics are applied during route planning that allow a navigator to derive the shortest path, the quickest path or the least costly path from spatial memory. Even less studies drew attention on the interaction between planning and wayfinding, using a planning task in either a real or a simulated environment (Burgess & Shallice, 1996).

The analysis of human performances in spatial cognition provided evidence for a fundamental distinction between two types of spatial representation according to a route or a survey perspective. Shelton & Gabrieli (2002) characterized route-based knowledge as the “knowledge of spatial layout from the perspective of a ground-level observer navigating the environment”. It relays on existing relationships among environment specific features, with a special emphasis on spatial relations between objects composing the scene an agent is situated in. In contrast, survey knowledge “is characterized by an external perspective, such as an aerial or map-like view, allowing direct access to the global spatial layout” (Shelton & Gabrieli, 2002).

The very fast advances in technology and image-rendering field made it possible to develop and improve amazingly realistic and compelling scenarios within always more precise Visualization Systems (VSs). The reliability of the use in research in cognitive processes of VEs instead of Real Environments (REs) is suggested from a series of studies which investigated how individuals learn to navigate through VEs and mentally represent those environments (Tlauka & Wilson 1996; Albert et al., 1998; Richardson et al., 1999; Albert et al., 1999), relying on the fact that involved mechanisms in virtual navigation are analogous to those activated in real space. They confirm that mental representations of space in virtual environment are quite similar to those implicated in navigation of real environment, and some other experiments (e.g. Burgess et al. 1999) provide a proof of the involvement, during human navigation in VEs, of the same brain areas found to be activated in REs navigating rats or in human’s brain activity investigated by means of fMRI.
(Pine et al., 2002). Thanks to their features, numerous advantages are generally underlined when VE s are used in spatial cognition research field (Loomis et al., 1999): amongst them, high ecological validity, experimental control, possibility to generalize experimental findings, experimental realism, the use of “impossible” manipulations and situations, the ease of implementation and conduction of experiments and a complete safe environment which allow, in case needed, the accomplishment of dangerous actions without any risk for the subjects.

All these features concur to give the user a deeper “sense of presence” (Ijsselsteijn et al., 2000) with respect to the other “limited FOV” Visualization Systems, which is a critical concept for the effective utilization of VR (Takatalo et al., 2008).

To evaluate the benefits and advantages offered by a 360° immersive VE for the investigation of spatial navigation and visuospatial planning, I ran the “3D Maps” test (Saracini et al., 2008; the description of the task will be discussed later in this paragraph) in the ED and then confronted the performances of other subjects in the same test, but performed on a normal PC. I expected that the physical features of the ED would allow the subjects to build more precise and realistic mental representation of the spatial environment, and to perform natural behaviors like turning the head and looking around which easily permit to locate objects in the scenario and complete the task. The advantages that these technologies can offer to research on spatial processes are huge, but there is still the need to validate them in order to counterbalance the “ecologic” affordances and the “scientific” control of variables. This is the main goal in experiment 4 (paragraph 2.4.2).

Another remarkable fact is that, while interaction with the Desktop VR is often mediated by tools like mouse, arrow-keys and keyboard buttons in general, iVEs give the possibility to use user-friendly controller devices which allow a more direct interaction inside the environment, usually combined with a tracking system which recognized the subject’s movements. This brings a definitely lower cognitive cost for the user, allowing him to directly translate his intentions in actions, without “translating” them in a different language (the computer’s one), keeping the focus on the task and not on the modality of interaction (Bailenson et al., 2008). But this thing needs a scientific proof, and this was one of my aims in Experiment 5 (see paragraph 2.4.3). Related to that, the well known problem of Simulator Sickness (SS; Kennedy et al., 1992) is also addressed in the experiment, with the intent to evaluate if such an ecologic way of interacting with an iVE is of some help to reduce the SS symptoms by means of a reduction of the mismatch between proprioceptive information and visual information. This is supposed to happen thanks to the possibility for the subject to physically rotate left or right in the cylindrical environment of the ED in order to turn left or right in the scenario, since he/she is wearing
a cap with some receivers the movement of which is captured by some infrared cameras disposed all around the cylindric wall.

So, we can say that the success of VEs in spatial cognition research is due to the fact that virtual scenarios allow researcher to create perfect environments for special tasks, otherwise really difficult to reproduce in the real world, but most of all without the comfort of receiving automatic outputs, control of all the variables according to the experiment paradigm and hypotheses. In the case of the present study, for example, the difficulty to create a maze with the exact features needed for the paradigm to work has been overcome by the possibility to represent a 1:1 environment, to switch very easily from a survey to a route perspective of the same, to present different configurations of subgoals time after time and to automatically save all the data in output files (times, errors, routes and so on) about the performance of every subject.

The task is described in the following paragraph.

2.4.1. The “3D Maps” and “VR-3D Maps” tests.

The task itself is a 3D version of a previously existing computerized version of the Traveling Salesman Problem (TSP; Cadwallader, 1975; Lawler et al., 1985). The previous 2D version of the task is a visuospatial planning task developed by Basso (see Basso & Bisiacchi, 1999 for a description of the tool) which presented, in a survey perspective, a grid with 7 green balls which could assume different configurations. The original TSP is a “closed” task, that means that the subjects were shown a map (always in a survey perspective) and they were told to find the most suitable route to perform in order to achieve all the displayed errands in the shortest route and time beginning from a starting point and ending in the same point (for example Dantzig et al., 1954; see Fig. 43).
The “Maps” test, instead, represents an “open” variant of the problem, in which subjects are asked to perform an optimized route beginning from a starting point (the green one in Fig. 44) and ending in a different point (the red one in the same picture).

Bidimensional tests offer a survey perspective of the environment (the map) which is entirely visible at any time, even while the subject is navigating, so they allow the use of more flexible strategies, with frequent changes of heuristics even while performing the task. According to us however, this kind of task could better represent the strict connection between planning and wayfinding if it could give the subject the impression that he is navigating in the same environment he is acting inside. For this reason we developed a 3D version of a computerized version of the TSP. In the 3D version the subject has to use at the same time both survey and route knowledge, keeping the information in his/her working memory while navigating. In other words subjects must keep in memory not only the spatial configuration of the environment and the reciprocal relations between objects and locations, but also the sequence of turnings and subgoals he/she planned to reach during the survey presentation of the environment. The creation of a plan within a navigation task is based on the use of heuristics and strategies.

A strategy is a series of actions that guides the subject to the solution of the problem (Duncan, 1986). The heuristics are the list of actions to perform: an opportunistic combination of heuristics determines a strategy.

However, the selection of a series of actions is not completely reduced to an automatic process or application of heuristics, but it is carried out by comparing the actual state with the future behavioural state, determined by a feedforward process (Bryson 2002). Olivetti Belardinelli & Basso (2002) proposed that an on-line feedforward-based control is constantly enacted, allowing the on-going action to be rearranged towards the desired future behavioral state considering everytime the best heuristic to follow according to the situation.

In the “Maps test”, like in the “3D Maps” and its “Virtual version”, we consider heuristics and strategies as variables which indicate the quality of the optimization and their usage in all the different conditions. In particular, the interest, for what regards the heuristics, is to evaluate when the subjects are:

- Using the same heuristic for every situation (rigid application of rules; dist0)
- Use of different heuristic for every plan (flexibility of use; dist1)
- Changing more than one heuristic during the same navigation task (flexibility of plan; dist3).
While, for what regards the strategies, it is considered if they are:

- Not planning a strategy at all (st0)
- Using a single strategy (st1)
- Using strategy with changes (st3)

Thanks to the new technologies offered by the Fraunhofer Institut’s facilities, we could create the “Virtual 3D Maps” test. Both in the “3D Maps” and in the “Virtual 3D Maps” tests, the task is to first setup a strategy by looking at a survey-perspective of a schematic environment map containing 7 subgoals (plus the final goal). Then, the subjects has to perform the planned route in the same scenario, but in a first-person perspective, starting from the starting point (green ball), passing through all the 7 subgoals (blue balls) and ending at the exit-point (red ball), in an opposite position with respect to the starting point. The performances at the two tests (the “3D Maps, performed at the PC, and the “VR-3D Maps”, presented in the ED) have been confronted in experiment 4 (paragraph 2.4.2), while the different interaction device and its ability to reduce Simulator Sickness was tested in experiment 5 (paragraph 2.4.3).
2.4.2. Experiment 4: Evaluation of planning and spatial navigation test in a 360° immersive laser projection system.

Background and motivation of the experiment

As already discussed in the introduction of the experimental section (2.1) and of the present chapter (2.4), one of the most explored topic in cognitive research by using VEs is the spatial navigation or, more in general, spatial cognition. Everyday more realistic and compelling tools and machineries are created, like for example the already discussed immersive Visualization Systems (iVSs; for example, the Head Mounted Display, HMD) which completely integrate a user in a Virtual Environment (VE), allowing a very high level of realism, especially when they are used in connection with a tracking control-device. The difference from the so-called “Desktop VR” is mainly that in a normal PC screen, VR presentations only cover a certain area (more or less 60°) of a user’s Field Of View (FOV), and the dimensions of the scenario are reduced due to the limited size of a monitor. An immersive Virtual Environment (IVE), instead, is a system that perceptually surrounds the user, increasing his or her sense of presence or actually being within it (Ijsselsteijn et al., 2000; Bailenson et al., 2008). In an IVE, the sensory information of the VE is more psychologically prominent and engaging than the sensory information of the outside physical world. In the particular case of the Elbe Dom, that we discussed more deeply in the paragraph 3.2, the outside RE is almost completely excluded, since the cylindrical wall around the user displays the images of the VE and he/she cannot see the objects from the physical world, being completely “enveloped” by the synthetic information, and only the floor and the ceiling are still visible. Therefore, I obtained a program which could allow to automatically save outputs files containing all the data about the planning time, the performed route, the order in which subgoals have been taken, the missed subgoals, the times at which every subgoal was reached and the total time of execution of the maze. These were also the main variables investigated in this study.

Hypotheses

The hypotheses at the basis of this experiment were that:
a) Bigger displays allow better immersiveness, which in turn make the task in virtual scenarios more ecologic and “involving”.

b) Ecologic VSs allow us to predict spatial abilities in real life, following the same patterns of physical spatial tasks, as in the already acknowledged gender differences.

If these ideas were correct, the following results were expected:

a) In a 360° immersive VE such the ED there should be advantages with respect to the usually employed Desktop VR (PC screen) in terms of a better performance (shortest routes, less errors).

b) The 360° visualization should also have some influence in the strategies employed by the subjects, which could benefit of a more life-like situation and use more flexible planning process, reflected in more changes of strategies and the use of different heuristics for single strategy.

c) A strong gender effect was expected both in terms of quantitative (times, routes and errors) and qualitative (heuristics and strategies) results, in particular we expected higher times, fewer errors and a rigid use of strategies and heuristics for females with respect to males subjects.

Methodology

Subjects: 20 subjects (5 males, 5 females) performed the VR-3D Maps, the Virtual version of the 3D Maps test presented in section 2.4. Their performance has been confronted to other 20 subjects, who previously performed the 3D Maps test on a normal PC as a control. 20 subjects (“PC” group) were tested on a normal portable laptop, with a C++ program that enabled them to perform the “3D Maps” test.

Tests used: VR-3D maps (10 test maps + 2 familiarization maps); Corsi span test (Corsi, 1972); Mini Mental Status Evaluation (MMSE, Folstein et al., 1975; German, English and Italian versions); Trail Making Test (Spinnler & Tognoni, 1987); Edinburgh’s test for manual lateralization (Oldfield, 1971) and a short version of 12 items from the Raven’s progressive Matrices (as suggested in Mondini et al., 2003).

Statistical analysis: In order to get some variables and to compare all the data, some transformations on the original dataset had been performed. Following Basso & Bisiacchi (1999), we created the variable “steppao”, which calculates the length of the route considering also whether one or more subgoals were missed, in order to make comparable the length of the routes when the subject forgot to take a subgoal (which would be
otherwise shorter) to the ones that are really shorter because a good and optimized plan was done. Other variables which have been created are: st0, 1 and 3 and disp 0, 1 and 3.

Two kind of analysis have been performed on the new data:

a) Quantitative analysis: ANOVAs were performed on the following independent variables between the two groups: Planning Times, Additional Steps and Errors. In this analysis I excluded the variable Execution Times because the two tests were based on different programs and the walking speed could not be directly comparable. The independent variables were SEX (2 levels: Male/Female) and GROUPS (2 levels: VR/PC).

b) Qualitative analysis: ANOVAs on dependent variables representing the use of heuristics (disp) and strategies (st): disp0 (0=all heuristics/100=only one), disp1-3 (1=unique/3=2 or more), st0 (no plan) and st1-3 (1=unique/3=with changes). Also here, the independent variables were SEX (2 levels: Males/Females) and GROUPS (2 levels: VR/PC).

For the post-hoc analysis and main effects comparisons, a Bonferroni correction method was used.

Results and discussion

a) The results of the quantitative analysis gave a main significant effect of the GROUP on 2 of the independent variables: “planning times” (p<0.001; F(1,36)=30,035; Fig. 45) and “additional steps” (p<0.01; F(1,36)=8,419; Fig. 46). The variable “errors”, instead (Fig. 47), is not significant but shows a tendency to make more errors in the PC than in the ED.

The variable “errors” is not significant, even considering the dependent variable SEX, but there is a tendency of men to commit more errors with respect to females (as shown in fig.
result that was also obtained in previous studies with “3D Maps” (Saracini et al., 2008; 2010).

Planning times (p<0.01; F(1,36)=7,938; Fig. 48) and “additional steps” (p<0.05; F(1,36)=6,361; Fig. 49) instead, are significant and the obtained result shows a typical difference between men and women: the firsts are always faster of the latters, and manage to make shorter routes, too. Although not significant, the highest quantity of “errors” which men tend to commit, could partially explain not only the shortest routes and the faster times of execution of the mazes, but also the planning times, smaller in case of men: it is therefore probable that men spend less time planning the route, make more “improvisation”, more easily forget subgoals and, therefore, are faster and make less additional steps. This, of course, explains only part of the results, because we know from literature that men optimize more and are faster in spatial route following and navigation, because rely on configurational information like turnings, metrics and geometrical relationships.

The results about longer planning times for females were attended, but the finding that this happens more in VR was not expected. Probably due to the fact that in the ED the dimensions of the survey map showed in the planning phase are huge, and therefore it takes more to visually explore the map than in the small display of a desktop.

We can then observe how the interaction between GROUP * SEX (Fig. 51) does not give almost any significance, except the “planning times” variable (p<0.005; F(1,36)=9,044). For the “additional steps”, instead, with the post-hoc analysis it has been possible to see that the length of the routes performed by the females in the ED were significant for the variable GROUP (p<0.01; F(1,36)=7,611), while the ones who performed the task at the pc resulted significantly related with the SEX variables (SEX: PC condition significant; p<0.05;
F(1,36)=7.088), which means that women are significantly doing more useless steps with the PC.

b) For what regards the qualitative analysis, instead, the main significant finding is a higher employment of strategies with changes in the ED, while with PC test shows less flexibility in the use of heuristics. In fact, as it also possible to see in the Fig. 52, the significant variable “st1-3” (F(1,36)=4.944, p<0.05) clarifies that the unique strategy (st1) is more employed in the task done at the PC than the strategy with changes. In the VR, instead, it is possible to observe the opposite situation: the most used are the strategies with changes, supporting the idea of a dynamic use of strategies in the VE with respect to the PC.
Finally, women tend to complete the tasks without a clear plan more than men (Fig. 53), and this is significant ($F(1,36)=4.417, p<0.05$).

The discussed results are observable in summary chart (Fig. 54), where it is possible to see all the effects for all the variables related to strategies. Although the interaction amongst all the variables it is not significant, the chart allows to observe some tendencies that support the significant results. In the graphics, it is clear that st3 (strategies with changes) is the highest value in the VR for the males. Even amongst the females, is the highest rate of usage with respect to all the other strategies. Another thing looks interesting, and it is the fact that in the VR (especially for men) there is a very low number of “no strategy” situations, and also the female subjects seem to diminish the number of maps solved without any strategy in the VR condition, contrarily to what happens in the PC group.

The use of heuristics, instead, is explained by a significant result on the variable “disp1-3” on SEX ($p<0.05; F(1,36)=6.671$; see Fig. 54).

In the Fig. 55, it is clearly visible that men tend to use more heuristics in the same strategy than women, and that women seem to be strongly tied to certain heuristics, keeping on applying them on the most of the mazes, without adapting them to the current situation. This explains also why they have in general worse results than men about the length of the routes and their optimization.
The dynamic use of heuristics allows to use for every situation the most suitable one: if the subject perseverate on using a single one or always the same for the whole task, there will be more possibilities that he will fail in the optimization task.

Men have very low results on st0 (=no plan), collecting in average more than one heuristic per map (higher disp3 and st3 rates). This was also expected from previous experiments, while the tendency of women to not use strategies is less strong in the ED than at the PC, supporting the effectiveness of VR in performing these kind of tests. In general, the finding is more or less the same for both dist1-3 and st1-3.

**Conclusions**

It is possible to say that almost all the results supported the initial hypotheses. So the results showed that:

a) In the ED the performed routes are significantly shorter and with less errors (forgotten targets) with respect to the performances obtained at the PC.

b) The 360° visualization influences the strategy used, with employment of more strategy with changes (especially for men) due to more flexible planing process.
c) A gender effect have been found in both quantitative (times, routes and errors) and qualitative (heuristics and strategies) results, with higher times, fewer errors and less strategy-changes for females with respect to males subjects.

The only unexpected finding is that in the ED the time for producing a plan are longer than in the PC condition. This can happen because in the ED the survey map perspective of the environment is huge, and takes the frontal part (in front of the subject) of the circular display. So it literally took some time to visually explore the image, which was at least 10 times bigger than the one observed on the screen of the PC to the other group of subjects. Therefore, I would not say that all the time was emplyed to form a plan, but it could be that it was partially used to “process” the image, visually scan it and then move the eye-gaze from one side to the other of the survey map in order to mentally simulate the planned route. These findings could also suggest that a learning of structures took place instead of a direct learning from signals in the case of women (Olivetti Belardinelli, 1974), and this could explain longer times but less errors.

Another fact that was not expected is that a high number of subjects (6 out of 20, all females, which have been excluded from the analysis because they couldn’t complete the maps) which have been tested in the VR group have reported “motion sickness” symptoms, while in the PC group these kind of symptoms have not occurred.

Anyway, it is a remarkable finding the fact that strategies and the use of heuristics are so different when a person is immersed in an environment and when he/she is performing the task on a desktop-VR. This is a very interesting fact, because most of the researches on spatial cognition are performed by means of computers, and such a significant difference cannot be ignored. If someone is interested in knowing how people use different kinds of strategies, or he/she is interested in evaluating gender differences in the application of heuristics, it is important to know that they may differ a lot according to the dimension of the screen or the level of immersivity of the environment. This is an issue that definitely should be more deeply investigated in order to have a clear definition of the features of different kind of devices, otherwise one can find results which are not reliable and biased by the tool that has been used to obtain them, and not resulted from the general cognitive functioning that was intended to be investigated.
2.4.3. Experiment 5: The use of tracking in immersive projection-based Virtual Reality

Background and motivation of the experiment

The already discussed technical differences (see chapter 1) of Visualization Systems (VSs) cause some doubts when it comes to take the difficult decision, for a scholar who want to use a Virtual Reality (VR) technology, of which, amongst the many, VS he/she should use for his/her research. The so-called “immersive Virtual Environments” (iVEs), for example, allow not only a very strong “sense of presence”, but also the complete immersion in the artificial environment, so they would be one of the best choices in the case of a scientific evaluation. These features are surely a big advantage, but there are also some drawbacks.

One of the most recognized problems in iVEs, for example, is the fact that some people are extremely sensible to the simulated optic flow inside the VS, and they experience a very unpleasant set of symptoms which are known as “Simulator Sickness” (Kennedy et al., 1992). This sickness is originated by a physiological mismatch between a) what is perceived by the visual system at each moment, and b) how proprioceptive and kinesthetic information is being processed in deep brain structures, which give information about the position of the body and body parts at any moment (Kesztyues et al., 2000).

To partially eliminate the problem, the use of Tracking System (TS) that acquires at any time the position of the moving person in a 360° projection system was thought to be a satisfactory solution, because it is supposed to diminish the mismatch between the perceptive, optical information simulating a movement (optic flow) and the proprioceptive feedback of the subject, which usually is in a “static” position.

In the previous chapter I showed how, most of the times, tools and technologies are produced without the use of user-centered guidelines or without a functional cognitive model as a working-base. In applied research, in fact, sometimes the models of functioning standing behind the human behavior are not taken into account enough as in basic research. This occurs especially in high specialized and engineering-based studies, which are focused on the product more than on the user. The risk is obviously to obtain superficial results and produce unusable tools, or start an endless chain of trials and errors in order to reach perfect product quality, ending up in a waste of time, energy, money and resources. That is why multidisciplinarity and multilevel collaborations are supported and promoted in almost every field of technology. In the case of the project of this doctoral
work, besides the already discussed basic issues which have been addressed from a research point of view, another point was to show how a good interaction between basic and applied research can bring to a satisfactory goal of common interest of building good and reliable technologies which can be later used also for research. For example, relating to the SS problem and willing to evaluate the benefits of the use of a TS on cognitive processes and performances, like also to verify the correctness of the hypothesis that the use of tracking for navigation in iVEs allows better performances, we planned an experiment in the frame of ViERforES project (www.vierfores.de) which could allow us to investigate the spatial integration of the actual and artificial information processed respectively by the balancing, proprioceptive and motor system and by the visual system.

**Hypotheses**

The work hypotheses where basically that the use of a TS would:

a) Allow the subject to have a better performance at the cognitive task “3D Maps”, since it allows a more natural way of interaction in such a huge VS.

b) Significantly reduce the problem related to SS symptoms, because the fact of partially moving with the body could have somehow reduced the proprioceptive mismatch with the observed movement and optic flow.

If these ideas were correct, then we expected the following results:

a) Less errors and shorter execution times in the “Tracking” condition, both for experts and for novices.

b) Significantly reduced SS symptoms in the “Tracking” condition.

**Methodology**

**Subjects:** 20 subjects (10 males, 10 females) were randomly assigned to 2 different groups: “No Tracking” and “Tracking” groups. Each of the two groups was composed of 10 people (5 males and 5 females). The first group completed the 3D maps in the ED moving by means of a normal interaction device (a joypad), while the other group used the joypad plus the Tracking System described, together with the ED, in the paragraph 3.3 of the previous chapter. The task (VR-3D Maps) is the same as discussed in the previous experiment, but this time as the subject was shown the rou showing the rout that he/she took right after the performance (see Fig. XXX), he/she was also asked from the experimenter: “did you plan this in the beginning?” The answers to this question produced the variable “askplan”.
Tests: VR-3D maps (10 test maps + 2 familiarization maps); Corsi span test (Corsi, 1972); Mini Mental Status Evaluation (MMSE, Folstein et al., 1975; German, English and Italian versions); Trail Making Test (Spinnler & Tognoni, 1987); Edinburgh’s test for manual lateralization (Oldfield, 1971) and a short version of 12 items from the Raven’s progressive Matrices (as suggested in Mondini et al., 2003).

Statistical analysis: in order to produce the “route length” variable, the same changes have been performed on the collected data, as discussed in the previous experiment, also on this dataset. In order to have a measure of the average behavior of the subjects about following or not their own plans, average MANOVAs have been performed on the dependent variables “Planning Time”, “Execution Time”, “Route Length”, “Errors” and “Simulator Sickness Symptoms” (SS Symptoms), upon the between subjects variables of SEX, TRACKING and PLAN. For the post-hoc analysis and main effects comparisons, a Bonferroni correction method was used.

Results and discussion

In the following Figures, variables with ** are significant with p<0.05, while variables signed with a single * have an high eta squared values (higher than 0.20) but are not significant at a p level. Variables with no signs are not significant at any level. As it is possible to see in the Fig. 56, the results of this experiment show a significant effect of the use of tracking in the Elbe Dom: the independent variable TRACKING (p<0.05 (F(1,13)=5.594), part.eta-sq: ,757) is significant only for the variables related to times and the SS Symptoms, while the others show only a tendency, which is though not significant. In particular, the significant results show that in both planning and execution time the condition with tracking requires longer times. Additional steps, which make the route longer, do not seem to differ too much, and, surprisingly, more errors seem to be committed in the tracking than in the no tracking condition.
Fig. 56: Significant effects of tracking on the performance in the “3D Maps Test”.

Fig. 57: Simulator Sickness Symptoms are less present in the Tracking condition.

The other significant result is that the Simulator Sickness and its symptoms are Experienced in a lower measure in the tracking condition (see Fig. 57). This finding strongly support our second hypothesis, which states exactly that the way of interacting in the ED with a tracking system would have reduced the symptoms.

The independent variable SEX also is also significant (p<0.005 (F(1,13)=5.245), part.eta-sq: .745), and it let us explore an interesting gender effect (see Fig. 58): women take more time to form a plan, have long execution times, perform longer routes but make fewer errors than men. This last finding somehow confirm the findings of the past experiments with the “3D Maps” test in general and the results of the experiment 4 with the “VR-3D Maps”
Fig. 58: Significant effects of sex on the performance in the “3D Maps Test”.

Importantly, as we can see from our results on the last variable, women are more affected from SS Symptoms (see Fig. 59). In fact, as already found in the previous experiment 4 (see paragraph 2.4.2), women seem to be more sensitive to SS symptoms, as the fact that 6 females subjects had to be excluded from the analysis because they couldn’t finish the task, experiencing really bad physical and mental conditions.

These results are better understandable if we consider also another variable: the fact if subjects managed or not to follow the initial plan. To evaluate the effect of this other variable, we performed a split-file of the total number of subjects in 2 groups (no tracking, tracking) and each of them in other 2 groups (non experts, experts), and on this new set of data we performed a MANOVA for dependent variables Time, Execution Time, Route...
Length and errors on the between subjects variable PLAN. The results, showed in the Fig. 60 on the significant variable PLAN (p<0.001 (F(1,13)=13,332), part.eta-sq: .881), show that generally, when the subjects did not follow the plan, almost all the performances got slightly bad, and this becomes more evident in the tracking condition. Experts make generally more mistakes than the novices, and take longer times to perform the tasks. In particular, the experts take longer in planning and executing the task in the tracking condition when they follow the initial plan, while are slightly better in the no tracking condition. Instead, they are doing the shortest routes in the tracking condition when they follow the plan with respect to novices and the experts in with normal interaction device.
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**Fig. 60:** The interaction between expertise (“No Exp”: novices to videogame; “Exp”: experts) and interaction modality with the performance of subjects when they followed the plan and when they did not.

Basically, the bad performances in the “Tracking” condition are due to a lack of a successful plan (or the inability to follow it). As it is possible to notice, the experts make more errors than the novices when they navigate with the tracking device. This could happen because the experts, who are used to the normal joypad, could find it a bit more
difficult to navigate with a tracking system, and probably they just need a bit longer time of familiarization and training with the new device. With this way of controlling the environment, in fact, they tend to forget the plan more easily and therefore they forget more balls. In fact, the experts’ impairment in the performances could come from the fact that the way of interacting with a TS looks more “natural” for the novices, but not for the expert players, who are instead used to a normal joystick and probably they need more time to familiarize with the functioning of this new device, and a little bit of training. Our findings disprove our first hypothesis, but allow us to consider some important factors, as the experience of the users and other cognitive factors (like the planning and spatial abilities) as relevant for this kind of task and interaction in such a VS.

Anyway, in the “Tracking” condition less Simulator Sickness symptoms are present (see Fig. 57), supporting the idea that interacting in a VE by means of a TS joined with a joypad helps reducing SS symptoms.

Finally, a careful analysis of all the questions of our Simulator Sickness Questionnaire allowed us to know which are the most common symptoms experienced by the subjects. As it is possible to see in the Fig. 61, the most experienced symptoms were a general difficulty in concentrating on the task, a general discomfort and dizziness, especially with closed eyes.
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**Fig. 61:** all the Simulator Sickness disturbs.

**Conclusions**

We can therefore draw two main conclusions: 1) the idea that a Tracking System could be more easily understood by everyone and allows better performances even in a complex task was not reflected in the results. 2) With a deeper analysis of the data, we can nevertheless claim that using Tracking could be a good way of limiting the Simulator
Sickness problems and a very good way to navigate in simple environments, but not for performing complex tasks, like the one used in this experiment. To avoid this kind of problems, a small time for training on how to use the interaction device is necessary to make the tool effectively work, even for experts, actually mainly for them, as it is possible that they got used from playing videogames to interact with the normal joypad and they need more time than novices to get used to the new features offered by the Tracking System. Finally, since it looks that women are mostly affected by SS symptoms, it could be necessary a first “testing phase” in which a scenario is presented, with slow optic flow and simple textures for 1 minute of passive view and 2 minutes of active navigation (either with or without tracking) in order to register SS symptoms and evaluate if they are in the threshold range. If they are, it can be possible to complete some tasks in the VE, otherwise it would be preferable not to expose the person to such a potentially disturbing situation.

The possibility to use the Tracking allowed the subjects to actually turn left or right in order to turn left or right while navigating in the scenario. This is a good way of reducing Simulator Sickness symptoms and increasing the “natural” feeling of navigating in an environment. But there is still space for improvement of this paradigm: in the Max Planck Institute of Tübingen, for example, they have a 360° mobile tapis roulant, so that the subject can actually walk in the observed VE (usually, they use a HMD to visualize the scenarios), spontaneously deciding the speed and the direction of walking. This would completely remove the mismatch between the information that is processed either by the proprioceptive and the visual system, allowing the subject to really feel part of the VE and have the possibility to perform actions in it with his/her own body, experiencing few SS symptoms (maybe some could persist, caused just by the simulated optic flow in the scenario).
3. Conclusions, outcomes and further work

As a conclusion to the whole project, I will sum up the obtained results adding some personal remarks, and finally propose a series of improvements and suggested directions of research on VR and with VR.

After obtaining the preliminary results on the different Visualization Systems, I found two things, which drove the set-up of my successive experiments: the first was a sort of “impairment” of the performance with the VS allowing stereoscopy (especially in the CAVE, result that cannot be due to a different level of immersiveness, since also the ED is immersive, but performances in this VS actually showed the best results with respect to the others); the second was that asking the subjects to give metric estimates of the relative distances of 7 cubes on an apparently unlimited grey plane is not the best way to investigate the perception of depth in VEs. From these observations, I planned experiment 1 and started to think about how to solve the problem to produce metric estimates about distances without giving feedbacks to the subjects (which, as some authors proved, allow a highly better performance after a training; Richardson & Waller, 2005 and 2007; but here I was not interested in evaluating learning, on the contrary I wanted to investigate the basic and naïve depth perception in VEs).

With the first experiment, performed to verify if stereoscopy actually helps the evaluation of distances in VEs, I confirmed the preliminary finding that in presence of stereoscopy, more mistakes in distances estimates are made. An interesting outcomes of the results is that in particular this is true for women, who are notoriously slightly worse than men in metric judgments of distances tasks.

Hypotheses about the possible “unnaturality” of the “trick” of stereoscopy are proposed, together with the possibility of a loss of quality of the images when doubled, or in general the insufficiency of this mean to represent depth in VEs. Anyway, since some authors claim that stereoscopy allows more efficient trainings, I planned to investigate if these problems are taking place only when the subjects are forced to give a metric answer, while changing the kind of answers (including nonmetric evaluations of distances, for example) they would have taken advantage of the presence of stereoscopy, building the basis of experiment 3.
A new finding of this experiment, due to the introduction in the paradigm of a “cognitive style” test (discriminating subjects with binary spontaneous rhythm from the ones which have a spontaneous ternary one; see Olivetti Belardinelli, 1974), was also that ternary subjects, who were expected to commit less errors, actually had the worst performances, in particular in the evaluation of egocentric distances. I proposed a possible explanation for this finding considering that, being these subjects more sensible to the “structure” of the stimuli (and not to the “signal” presented on the screen, like the binaries are supposed to be: see Olivetti Belardinelli, 1994, 1978 and 1993), the fact that their actual position was not exactly the same observed on the screen, parallel to their frontal plane, produced a bigger mismatch in the case of the egocentric distances. If this explanation were true, then a direct comparison between their performances in a VE and in a RE would have showed less mistakes in the egocentric estimates in the RE.

In order to clarify this, and also to perform a direct confrontation of performances on distances evaluation in Virtual and Real Environments, I performed a second experiment, reducing the scenarios to an “inside” one without stereoscopy (since it looked to impair the performances more than help them) and comparing the answers given in the VE to the ones given about real objects in a real room (my office). Findings in this experiment 2, besides the obvious result that subjects perform a lot more underestimations in VEs than in REs, were that women underestimate more than men, making in general also more mistakes than men and that subjects with spontaneous ternary rhythm show better performances in egocentric distances in RE with respect to VE and make in general less mistakes than binaries, who very often underestimate more than ternaries, especially women. This confirmed the previous hypotheses and moreover I could notice that spontaneous rhythm styles are also related to the gender of the subjects: the group of subjects who has better performances (=less errors) is the ternary group. But this is true only for men: ternary women show the worst performances. Instead, in the binary group, the women do fewer errors, even fewer than men. I propose to explain this difference with the knowledge that in general women use more global cues (and therefore, based on the stimuli itself) in spatial cognition, while men are more analytic and pay attention to the structure of a visual scene. When women are ternaries, they find obstacles in using an unsupported processing modality, and fail more than binary women in using it. On the contrary, binary men probably tend to be faster but less precise in their answers, and only the ternaries manage to be accurate, because they follow their innate tendency to respond to the structure of the stimuli more than to the signal.

The observation that, although also in REs people make mistakes in giving numeric measures about objects’ relationships, but they are still able to move in a space and build
a mental representation of it, gave the input to the third experiment, in which I implemented all the previous ideas and produced a parallel questionnaire with nonmetric judgments to join the metric questionnaire.

With this last experiment I could finally observe that stereoscopy actually provided some help in the understanding of depth in VEs, but this benefit is visible only in nonmetric evaluation of distances. In this experiment females still have slightly worse performances than men, but an interesting finding shows that females in general perform worse with stereoscopy, while men perform better (in general, either with and without stereoscopy). Interestingly, I did not find any significant difference between egocentric and allocentric estimates if considered alone, but in conjunction with stereoscopy, I could notice that in the nonmetric modality more correct egocentric answers were given.

I consider the lack of a possibility to explore the environment more or less freely a strong limit of these experiments. In fact, as I pointed out also in chapter 1, Burdea & Coiffet’s definition of VR includes all the 3 “I”s, and “interaction” is still very important (as mentioned also in the same chapter) for a compelling “sense of presence”, which probably would reduce the lack of geometric information (or the eventual bad quality of stereoscopy) and allow the subjects to form a better mental representation of the viewed scenario. Even though the subjects had the possibility to rotate the view as if they were moving the head, link in real environments, they could not previously “visit” the environment, so they could appreciate the objects only from this point, and this reduce a lot their way of “interacting” with the scenario, knowing how the objects look like when they are close, pass through them and so on.

An improvement for the future would surely be the creation of an interactive scenario where the subjects will be able not only to explore in a “familiarization period” but also to grab and place objects, in order to answer to nonmetric questions performing actions, for example “put the glass exactly in the middle between the plate and the bottle”. This would make the experiment even more “ecologic” and would move the virtual experience closer to the one that people have in their everyday life.

An interesting experiment to perform would be the evaluation of learning curves for learning in VEs. That is, adding a feedback after the subject’s answers till they reach a learning threshold and then performing another questionnaire in a similar environment to evaluate how much of the “inner metric system” of the VE has been learned and assimilated by the subjects (we know from literature that this works with “naïve” subjects; see for example Richardson & Waller, 2007). Also performing more experiments using as “evaluates” nonmetric measures (for example, time-to-walk, or “how many steps”, or
“walk to” paradigms) in non-immersive VEs (with and without stereoscopy) would be interesting to keep on improving our knowledge about how spatial mental representation of VEs takes place in the human cognitive system.

Another issue that I was interested to evaluate was, related to this, the issue of navigation in immersive VEs (iVEs). I performed two experiments: 1) Experiment 4, aimed to verify the actual benefits of the use of a 360° projection system (the Elbe Dom in Magdeburg, Germany) for the evaluation of navigational tasks in spatial cognition in comparison with a normal desktop-VR (the same task presented on a PC screen) and 2) Experiment 5, complementary to the first, with the intention to find a solution to the well-known problem of Simulator Sickness (SS).

Both the experiments gave interesting results: first of all, the assumed benefit of a 360° screen for the presentation of virtual scenarios in navigation tasks was evident comparing the performances obtained with the PC and in the ED. Second, even if in the ED a pretty high rate of SS was present (6 people out of 20 had to stop the experiment, because reported to feel really bad), the interesting finding is that, of these 6 subjects, all of them were female. Results show that also comparing the presence of SS symptoms in people who did not report to feel sick, the highest rate of symptoms was also for the females. A good way to reduce the symptoms seems to be the use of tracking as a modality for interacting inside the ED, more than a typical joystick, because it allows the subjects to reduce a bit the mismatch between proprioceptive information and visual perception of the optic flow, recognized to be the main cause of SS. Although the tracking helps in reducing SS symptoms, the performance within this interacting condition is significantly worse than the one with the normal joystick, and surprisingly the experts in the use of videogames make more mistakes than novices.

I conclude that a familiarization period is needed, mostly for women, which in particular should be more carefully screened with respect to the experienced symptoms before and after the familiarization period, before allowing them to spend a longer time in the ED. For what regards tracking, as I found that the most impaired with this interaction device were the experts, I suggested also a familiarization period before starting the interaction in the ED, especially for experts, since their experience with joypads of normal videogames may interfere with their performance in the task, being concentrated in the adaptation process for the use of the “new” way of interacting.

An interesting outcome of the first experiment (experiment 4), according to me, is that not only the performances in the ED were clearly better than ones in the PC, but also the use of strategies and heuristics seem to be quite different, indicating a more “ecologic”
way of solving the task. If this represent a good point for the use of the ED, there is also an important consequence to this finding: whenever scholars and researchers perform this kind of task (requiring the use of strategies and heuristic for the solution of the task) on a desktop-VR, they must be aware that the results could not be entirely due to a different cognitive process, but simply biased by a small FOV screen and the almost absence of “immersivity”. Therefore, the lack of flexibility in the use of heuristics and in the application of strategies that could be found in specific studies using VEs presented on normal PC screens could be due more to the Visualization System where the 3D scenario is presented than to the subjects’ cognitive processes themselves.

Summing up, I think that VR is an extremely interesting and useful technology, which though is not developed enough to offer the particular performances needed by researchers interested in the evaluation of cognitive processes. It has been proved to be an effective tool in most of the studies on trainings, and even in rehabilitation, but I think that when it comes to research on low-level processes, like for example visual perception, attention, and so on, the quality of the images, the rendering, the frame-rate refresh and the use of the stereoscopy should be discussed extensively and carefully before deciding to perform a life-like experiment in virtual reality. To a certain extent, would be better to keep these basic experiments limited to cognitive psychology labs.

Instead, I think that higher-level cognitive processes can be successfully investigated in VEs by means of VR technologies, because the artificial scenarios offer the incredible opportunity to “simulate” situations which are compelling enough to evoke cognitive processes similar to the one that one could observe in everyday life, and do not necessary require a precise and metric knowledge of the environment, that can anyway be easily learned through interaction and numerous feedbacks with the scenario and the VS.

Anyway, the possibility to make mistakes or to perform actions without dangerous consequences, is at the same time an advance (in the case of trainings or rehabilitation), but in case we would like to evaluate, for example, the levels of panic of a certain range of people in case of emergency (with ECG registration, psicogalvanic conductance and so on), even if our virtual simulation is well done, we would never be able to observe anything similar to reality right because the subject knows that this is not real and he/she will not really risk his/her life, even in case of a wrong choice or inability to complete a task, and by the way the quality of most of the actual virtual experiences is not yet so pervasive and immersive to be multisensorially compelling. Therefore I think that there is the necessity to clearly define in which cases the use of VR is suggested and in which cases it is not appropriate.
First of all, I guess that it is true, like some authors pointed out (for example, Elneel et al., 2008; Mühlberger et al., 2007), that Virtual and Real Environments are different. Virtual Reality allows us to get in contact with something new, that is not the Reality, and not even a copy of the reality. Maybe an attempt to copy the reality, but it is not. We can take advantage of the similarities, and perform experiment “as if” were performed in natural environments, but we should be aware of the differences, as some authors warn and the results of the present work show. As a new methodology, it is clear that there is still lot of space for improvement, but the most of the efforts should be done to understand how the human perceives the VR, and keep on showing which (and to which extent) are the differences between cognitive processes in Real and Virtual Environments, more than supporting the similarities: only in this way it will be possible to draw a list of cases in which it is not advised to “substitute” experiments in the real life with the “alternate” scenarios in VR. It is important to know that perception of depth and space in VR, for example, does not work like in the real world. It is even more important to realize that giving a feedback the subject will “adapt” to the “new environment” and “learn” the metric basics to perform more correct estimates in VEs. Like in the real world, the dynamic “organism” system (that is, the perceiver) builds a representation of the external world (“environment” system) in its mind and extrapolates rules, schemes and laws of functioning by exchanging information with it in a dynamical super-system “organism-environment”": in the new “virtual environment” system, the new, complex, system will work the same way, adapting and adjusting the perceptual inputs and outputs to the new “reality”. Technically, in fact, the VR is still a reality, because it exists: is what it is trying to suggest that exists in a different form with respect to the one that we are used to perceive in the natural world. That is why it is called “virtual”.

Another remark is that, for applicative purposes, VR seems to be really effective. Trainings, learning, social communication and even rehabilitation are most of the times successful. I strongly believe that the “therapeutic game” (Gamito et al., 2011), or “serious games”, has have been defined (Micheal & Cohen, 2006), have strong potentials for learning and education, but also for rehabilitation and cognitive abilities training. This, joined with the incredible possibilities of VR, sets the basic platform for alternative worlds where the main purpose is not (or not only) the pure entertainment, but they are thought to improve cognitive skills, or to rehabilitate some functions, or, again, to teach to young students (included the ones with learning disabilities), to boost the communicational capabilities of deaf or mute children, to improve socialization and wellness of disabled people and so on.
On the cognitive side, there is already work showing that playing videogames can improve some cognitive abilities, such as spatial attention, spatial cognition, visuospatial planning and so on (Spence & Feng, 2010), and even reducing gender differences in spatial cognition (Feng et al., 2007). A challenge for VR industry is to improve the quality and realistic effects of images, as also the multisensorial feedback.

I do not have any doubt that, although someone claims that “Virtual Reality is dead” (like some users on the net\(^2\), for example), or at least did not keep its promises, this technology will soon be something “normal”, exactly like the Personal Computer are now in every house and already 3D screens are being developed to improve visual performance in combination with home theaters that are able to produce multisource and 3D-stereo sounds. Probably in the next future nobody will play with joysticks in front of a screen anymore, but will physically “enter” into the game-world displayed all around the walls with cameras capturing and reproducing his movements inside the game, or will sit in a room and interact with holographic images of people on the other part of the planet in real time.

Concluding, VR is a seriously interesting technology that creates a “new world”, somewhat different from the “real world”, which has the potential to improve many fields of our culture, society and lives, and most of all has the double power to allow advances in research on how the brain works and to take advantage of the knowledge already obtained on cognition and neuronal functionality, to boost its own applications and become a perfectly functional Human-Computer or Human-Machine Interface.

\(^2\) The cited user’s blog can be found online at the URL: http://www.doolwind.com/blog/where-is-virtual-reality
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